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Abstract 
 

Research Problem 

 

There is an increasing amount of data generated and held by cultural heritage institutions. 

As national libraries are making this data available through open data platforms, this re-

search explores how features of labs could be utilised to improve the manner in how this 

data is presented for users, and whether these two apparently distinct approaches could 

have more to do with each other than might be initially thought.   

 

 

Methodology 

 

A qualitative Content Analysis approach was used to study the websites of the institutions 

under study. The population included twenty-two national libraries across three geo-

graphic areas: Europe, North America and Australasia. 

 

 

Results 

 

While some form of open data is offered by the majority of national libraries, only a hand-

ful have developed detailed platforms for users, whereas the majority present open data in 

technical, undeveloped webpages as bare data dumps or through APIs. Labs exist in a 

number of institutions, and can be distinguished between those that present an external 

service, and those that are internal only. The external platforms present unique and crea-

tives ways to present data to users, and have features that are suitable to adopt for open 

data presentation in national libraries.  

 

 

Implications 
 

Cultural heritage Institutions should consider not just what they are making available, but 

also how they are making data available. Institutions should seek ways to get users to en-

gage, via shaping and presenting information in a relatable way. Lessons can be learned 

from how labs use and present data in innovate ways, in order to engage staff and users. 

Applying the features of and learnings from the lab experience to how institutions present 

open data could be a means to supplement the often dry, technical information presented. 

Exploring this in a specific institution as a case study would be the next step in this pro-

cess.  
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    1. Introduction 

1.1 Topic and Background 

Digital collections are an ongoing and increasingly important facet of cultural heritage 

(CH) in national institutions. In New Zealand, both the National Library (n.d.a) and 

National Archives (n.d.) are pursuing large scale digitisation of their collections. The 

process of digitisation itself produces more digital material in the form of metadata, 

through the creation of records, enhanced record descriptions, and techniques such as 

OCR (optical character recognition). If available, this data can be utilised by researcher and 

users to reveal new insights both within CH and possibly other areas also.   

While this means that access to data about and from collections is becoming increasingly 

possible, there are challenges with how this data is being made available which means 

access may remain largely theoretical rather than practical. These challenges exist due to 

the practical and conceptual limitations CH institutes may unknowingly erect when they 

make data available. Part of the reason is a lack of contemporary experience, as has been 

noted: “cultural heritage institutions have rarely built digital collections or designed access 

with the aim to support computational use” (Wittmann et al., 2019, p.50).  This itself stems 

from the fact institutions have largely worked with and in an environment of analog 

material, and are still largely operating in that paradigm (Zwaard, 2019, p.157).  

The idea of open data represents a potential paradigm shift. The Open Knowledge 

Foundation (n.d.a) defines open as where “anyone can freely access, use, modify, and share 

for any purpose (subject, at most, to requirements that preserve provenance and 

openness”. The open data movement argues that such an approach benefits wider society 

(Kitchin, 2014, p.48).  

In the CH sector open data can be viewed in terms of the overall picture of access rights, 

and where the sector is generally on these points. Such an aim is what initiatives such as 

the Open GLAM Survey aimed to uncover, particularly in the areas of rights and means of 

access (McCarthy, 2019a). Against this macro view can be contrasted the micro view of 

data, which might look at a particular institution in deep focus. By looking at open data 



through the lens of national libraries, this study leans towards the micro view. However, 

given the signifiance of national libraries, how they provide open data has some 

implications which extend far beyond their existence as single institutions. 

Aside from open data platforms, a number of national libraries institutions are exploring 

the use of labs. Labs are dynamic instruments which “take elements of existing core 

services, knowledge, skill and engagement practices, such as digitisation, collections, 

exhibitions and communities, and pivot and reimagine their collective relevance to 

collaborators and audiences” (Mahey et al., 2019, p.36). As such, they have been seen by 

their proponents as “one of the most significant and disruptive influences on cultural 

heritage organisations in the age of digital production and transformation” (Mahey et al., 

2019, p.150). Labs are one method institutions have utilised to facilitate engagement, 

experimentation, and explore new possibilities with digital collections and collections 

data. As such, this study will look at how these labs provide access and context to data in 

the national libraries under study.  

Both open data and labs challenge the usual use-case of born or digitised material, 

whereby a digital surrogate is studied in isolation from other material and (often) with the 

use of minimal metadata. The Collections as Data (CAD) movement likewise challenges 

the traditional conception of collections and data in CH institutions (Padilla, 2018, p.296). 

CAD aims “to extend the research value of digital collections beyond traditional use and 

to give researchers more flexible access to [these] collections by facilitating access to the 

underlying data” (Wittmann et al., 2019, p.49). The ability for researchers or users to utilise 

these approaches are dependent on heritage institutions recognising the value of such 

approaches, and accordingly providing both the materials and the tools to do so. This 

study defines open data as the material, and suggests that labs could be one of the tools 

(there are no doubt others), or at least provides a model for the way data collections can be 

presented for users in a way that encourages further engagement. 

 

1.2 Research Objectives 



The aim of this study is to identify the current state of open data in CH institutions, and 

discuss this in light of the experiences and aims of GLAM Labs. Put another way, this 

study intends to address the following questions: 

• How are national Libraries providing access to open data? 

• What are the features of labs within national libraries? 

• How might open data platforms benefit from the types of services labs offer 

researchers? 

 

    2. Literature Review 

The following discussion will overview literature relating to open CH data, CH open 

data, GLAM Labs, and will touch on the CAD movement. The first consideration is 

regarding the scope of what is being made available, which will be done in terms of its 

relation to CH. 

 

2.1 Big Data and Cultural Heritage 

 2.1.1 Big Data Overview 

As a concept, Big Data (BD) can be described as “the idea that computers can gather 

trillions of pieces of information about billions of different things and find useful patterns 

in that information” (Hoy, 2014, p.322). While this fits as a general term for BD, there is 

both no agreed precise definition (Hoy, 2014, p.321), and no exact set of features that 

describe all BD (Kitchin & McArdle, 2016, p.8). 

 

Despite these conceptual disagreements, there are other aspects that do fine agreement. 

Discussions of BD often refer to the ‘three Vs’ of volume, velocity, and variety (Reinhalter 

& Wittmann, 2014, p.365). Volume refers to the size of data, usually referred to in 

petabytes or larger; velocity is the great speed at which data can be created, changed, and 

destroyed; variety refers to the range of data types or formats that exist (Reinhalter & 

Wittmann, 2014, p.364-366). While recognising the importance of velocity, Kitchin & 

McArdle (2016, p.8), argue that BD does not necessarily require volume or variety, and 



instead can be better defined by its ‘exhaustivity’ (Kitchin & McArdle, 2016, p.8): that is, its 

tendency to include all possible data from a dataset, as opposed to ‘small’ data which is 

typically a sample or representation of a dataset (Kitchin & McArdle, 2016, p.7). 

 

Besides salient features, discussion of BD usually also touch on some of its drawbacks. 

These include the potential loss of individual privacy, which can result from the collection 

and storage of large amounts of data relating to an individual (Hoy, 2014, p.322; Zhan & 

Widén, 2018, p.133; Reinhalter & Wittmann, 2014, p.368), and the related issue of data 

ownership (such as whether the individual has ownership over data about themselves 

held by third parties) (Hoy, 2014, p.322).  

 

 2.1.2 Big Data and Cultural Heritage 

The relationship between BD and CH is usually viewed in a framework of positive 

benefits. For instance, Hoy (2014) argues that the library sector is well-situated to work 

with BD, particularly in the areas of data preservation and the development of datasets. 

Other potential roles include assistance in organising data, facilitating access to datasets 

from outside and within the library, and advising on issues such as copyright (Zhan & 

Widén, 2018, p.136). Another potential role is helping users directly work with BD (Hoy, 

2014, p.324), which arguably falls in line with the sector’s traditional role of facilitating 

access to information (Reinhalter & Wittmann, 2014, p.364). 

 

However, limitations or issues are also noted. For instance, getting to the point where staff 

can fulfill the above roles requires up-skilling (Zhan & Widén, 2018, p.135; Reinhalter & 

Wittmann, 2014, p.369). There is also a need to become generally more familiar with the 

tools of BD (Hoy, 2014, p.324). 

 

 Specific types of libraries and BD have been discussed. In the context of research libraries, 

the development of data librarians (Reinhalter & Wittmann, 2014, p.364), and whole data 

service departments (Reinhalter & Wittmann, 2014, p.368-369) has been noted. Data 

librarians provide some of the services mentioned above, serving as “resources for 



instruction on data discovery, data management plans, data analysis, and visualization 

tools such as geographic information systems (GIS)” (Reinhalter & Wittmann, 2014, p.369). 

BD is much less discussed in relation to certain types of libraries, such as public libraries, 

though there are a few studies such as Zhan & Widén (2018), who found that while there 

may be some knowledge of BD among staff, there is often little practical experience (Zhan 

& Widén, 2018, p.137). 

 

2.2 Data and Collections 

 2.2.1 Digital Collections 

Cultural heritage is seeing continual growth in the size and range of digital material. For 

one, institutions have seen both increasing digitisation and online digital collections 

(Wittmann et al., 2019, p.49; Windhager et al., 2019, p.2312). Moreover, with the advent of 

automated analysis, OCR, transcription, and visualisation into digitisation workflows, 

more data is being produced by this process than ever before (McGillivray et al., 2020, p.8). 

 

To be useable data must also be of good quality. In response to the challenge of creating 

and maintaining good data, Wilkinson et al. (2016, p.1) argue that all data must have the 

features of Findability, Accessibility, Interoperability, and Reusability (FAIR). A key 

feature of this approach is that the focus is on both human and computer processes 

(Wilkinson et al., 2016, p.3), and applies to both content and the accompanying metadata 

(Wilkinson et al., 2016, p.4).  Sula (2013, p.18) presents a “continuum of information 

content associated with cultural heritage institutions”, which outlines the range of 

activities associated with human-computer approaches and primary-secondary (or meta) 

data (Sula, 2013, p.18-21). While FAIR has been seen as a useful framework (e.g. 

McGillivray et al., 2020, p.17-18; Candela et al., 2020, p.2), it has also been critiqued as not 

affording enough attention to the specific requirements of cultural heritage material, such 

as they can be both records as well as data (Barbuti, 2020, p.174-175). As such, the addition 

of four additional Rs: Readability, Relevance, Reliability, and Resilience, has been 

suggested (Barbuti 2020, p.175-176). 

 



 2.2.2 Computational Analysis 

Computational analysis is the employment of computer technology on CH material.  

Computational analysis involves same techniques as “text mining, data visualization, 

mapping, image analysis, audio analysis, and network analysis,” and can be used to 

search for patterns and answer new questions across much larger datasets (Padilla et al., 

2019, p.19). The potential scope of material is huge, covering digital collections across 

virtually all formats (Coleman, 2020, p.14). There is likewise great potential for GLAM 

institutions to benefit from opening current and legacy material to computational analysis 

(Candela et al., 2020, p.1-2). Researchers are realising this potential, and though still small 

in number, are increasingly desirous of access to such data (Padilla, 2018, p.297). However, 

the scope for computational analysis is currently limited by a number of factors, such as 

the ongoing focus on textual collections (Padilla, 2017, p.8), as well as the fact that the 

publishing of analysis-ready data is a low priority for GLAM institutions (Candela et al., 

2020, p.2). 

 

 2.2.3 Open Data 

Fundamentally, the ability to perform analysis on data is determined by the ability to 

access data.  According to the Open Knowledge Foundation’s Open Definition (n.d.a), in 

order to be open data must be capable of being “freely used, modified, and 

shared by anyone for any purpose”. Open data can be published through institutional 

websites or through cross-institutional portals (Roued-Cunliffe, 2020, p.40), although the 

information available through portals is usually more limited in scope (Roued-Cunliffe, 

2020, p.54). 

 

 The benefits of open data include providing transparency, creating value, and 

encouraging participation (Open Knowledge Foundation, n.d.c). Other arguments for 

open data include making organisations transparent and accountable, making citizens 

more informed, improving organisation efficiency and governance, improving an 

organisation’s profile and reputation, and contributing to wider commercial value 

(Kitchin, 2014, p.55-56). For the researcher, open data offers a number of benefits besides 



easy access and use, as it offers the potential for new ways to understand data through the 

use of such approaches as data visualisation or the combination of open data with 

additional datasets (Roued-Cunliffe, 2020, p.76): the latter being seen as a key strength of 

open data (Roued-Cunliffe, 2020, p.93).   

 

Given its utility, the availability and use of open data is naturally a central concern. The 

Open Knowledge Foundation (n.d.b) states that data which is “useful, usable and used” 

has the potential to become truly valuable, by its transformation into open knowledge. The 

connection between availability and use is seen by some in the CH sector: “[t]he first 

requirement for heritage to be used and reused is for it to be available” (Roued-Cunliffe, 

2020, p.57).  

 

Critiques of open data include that it “lacks sustainability, utility and usability” (Kitchin, 

2014, p.61), and that the focus for open data projects is primarily on making data available, 

and less on actual use (Kitchin, 2014, p.64). 

 

2.3 GLAM 

 2.3.1 Open GLAM 

Open GLAM is a subset of the open data movement, and promotes the adoption of open 

data among GLAM institutions (OpenGLAM, n.d.b). Open GLAM is supported by a 

network of organisations in the area of open data, including the Creative Commons 

organisation and the Wikimedia Foundation (OpenGLAM, n.d.c). The OpenGLAM 

movement is currently doing research towards a “Declaration on Open Access for Cultural 

Heritage” (OpenGLAM, n.d.d). The movement also has a set of principles, one of which 

affirms the commitment to “[o]penness to collaboration and to novel forms of user 

engagement are essential if cultural heritage institutions are to realise the full potential of 

the internet for access, innovation and digital scholarship” (OpenGLAM, n.d.a). 

 

Open GLAM has struggled at times to establish its visibility in the GLAM sector. A 2019 

survey of the GLAM community’s attitude towards Open GLAM’s principles found they 



were neither widely known nor seen as practically applicable (Scann, 2019). As a result, 

the declaration aims to provide a more detailed guide “that provides workable definitions, 

goals, and standards for making digital cultural heritage available, accessible, and 

reusable” (OpenGLAM, n.d.d). The need to get an overview of the state of open data in the 

CH sector was the motivation for launching another survey around the same time. 

 

 2.3.2 Open GLAM Survey 

The Open GLAM Survey was launched in 2019 as a means of crowd-sourcing an overview 

of the state of CH open data. Specifically, the researchers behind the survey set out to 

answer the following questions: “How many cultural heritage institutions make their 

digital collections available for free reuse? How do they do this, and where is open access 

most prevalent?” (McCarthy, 2019a). The survey is an ongoing crowd-sourcing effort to 

capture the global state of open data, with a focus “on digital surrogates of objects in the 

public domain ... [and] covers objects and data that GLAMs make available on their own 

websites and on external platforms like Wikimedia Commons, Europeana, the German 

Digital Library and GitHub” (McCarthy, 2019a). 

 

Overall, the authors found the situation restrictive and confusing. One of the reports the 

researchers provided from the survey results was on institutions’ use of rights statements. 

They found that many institutions did not clearly articulate whether metadata available on 

their website was in the public domain, though the same data might carry such a rights 

statement on aggregate portals, and that a third did not have any reference to rights for 

metadata (McCarthy, 2019b). They also found that GLAMs tend to maintain restrictive 

control of their digital collections (McCarthy, 2019c). They also note that “[f]urther 

research and tools to facilitate quantitative analysis and enable new insights would be 

valuable” (McCarthy, 2019c). 

 

 2.3.3 GLAM Labs 

GLAM Labs are an international phenomenon, and like the state of open data before the 

GLAM survey, can be difficult to locate and consider in practical terms. The existence of 



the International GLAM Labs Community (n.d.) makes doing so easier, as they record 

member institutions on their website. The website is also where they make their 

guidebook ‘Open a GLAM Lab’ available for download. The book was written in a few 

days by Mahey et al. (2019) at a gathering of members. The book discusses a range of 

topics which are pertinent to the existence and utilisation of labs, including 

“characteristics, aims and objectives, processes and prospects, tools and services, as well as 

legal, financial and operational issues” (Mahey et al., 2019, p.8-9). Central to their purpose 

are some aspects which have been mentioned in this discussion, including the issues and 

opportunities presented by big data (Mahey et al., 2019, p.10) and the provision of 

collection data to users (Mahey et al., 2019, p.100). 

 

There are a range of GLAM Labs, which operating in different institutions naturally have 

somewhat different focuses. These include “National and State-based Library Labs” 

(Mahey et al., 2019, p.37), “University Labs” (Mahey et al., 2019, p.37), “Museum or 

Gallery Labs” (Mahey et al., 2019, p.38), “Archival Labs” (Mahey et al., 2019, p.39), and 

“Individual Labbers” (Mahey et al., 2019, p.40). Mentioned specifically in this last group is 

Tim Sherratt and his GLAM Workbench. The Workbench is a unique resource which 

offers “a collection of tools, tutorials, examples, and hacks to help you work with data 

from galleries, libraries, archives, and museums (the GLAM sector)” (Sherratt, n.d.). While 

the focus is on Australasia (reflecting the creator’s career in CH in this area), the tools offer 

a unique instance of an extra-institutional approach for utilising CH data. The labs 

community is also involved in the CAD movement (Mahey et al., 2019, p.100). 

 

2.4 Collections as Data 

 2.4.1 Definition 

Collections as data (CAD) is a relativity recent initiative in the area of computational 

collections. CAD, as defined by arguably its most central figure Thomas Padilla, is an 

approach which features a “conceptual orientation to collections that renders them as 

ordered information, stored digitally, that are inherently amenable to computation” 

(Padilla et al., 2019, p.7). CAD promotes access to the underlying collections data 



(Wittmann et al., 2019, p.49) via the means of datasets which are computationally ready to 

be used by researchers (Candela et al., 2020, p.1). 

While CAD can be seen as part of the general growing awareness of and movement 

towards computational approaches by both researchers and institutions over the last few 

years, it is also a specific “movement” (Wittmann et al., 2019, p.49) which grew out of a 

funded project from 2016 to 2018 known as “Always Already Computational: Collections 

as Data” (Padilla et al., 2019). The project aimed to “document the implications of 

collections as data work across cultural heritage organization functions, practices, and 

roles” (Padilla et al., 2019, p.9). As part of their final report they produced a framework 

(Padilla et al., 2019), which is a key means of understanding the perspective and aims of 

the movement. A second phase of the project, titled “Collections as Data - Part to Whole” 

(n.d.), is currently underway, and aims “to foster the development of broadly viable 

models that support implementation and use of collections as data.”  

 

 2.4.2 CAD Framework & Principles 

The CAD framework itself is comprised of a series of reports which were produced during 

the project before being combined in the Final Report (Padilla et al., 2019). The statement of 

principles, known as the Santa Barbara Statement on Collections as Data, is “designed to 

help guide practitioners through the practical, theoretical, and ethical dimensions of 

collections as data work” (Padilla et al., 2019, p.10), and covers 10 principles, which 

include: encouraging the use of collections (#1); the importance of ethical considerations 

(#2); the importance of lowering barriers to use (#3); the need to be guided by user 

requirements (#4); the importance of providing access to documentation (#5); openness as 

a key conceptual framework (#6); the need to build in interoperability (#7); the desire for 

transparency (#8); the need to allow the analysis of both digital object data and metadata 

(#9); that CAD is a journey and not a destination (#10) (Padilla et al., 2019, p.20-21).



3. Research Design 

3.1 Strategy 

This study takes an inductive, exploratory, qualitative approach. A qualitative approach 

“look[s] at characteristics, or qualities, that cannot be entirely reduced to numerical values. 

A qualitative researcher typically aims to examine the many nuances and complexities of a 

particular phenomenon” (Leedy & Ormrod, 2016, p.24). An inductive approach “begins 

not with a pre-established truth or assumption but instead with an observation”, and 

which “uses specific instances or occurrences to draw conclusions about entire classes of 

objects or events” (Leedy & Ormrod, 2016, p.37). An exploratory research design involves 

a researcher using a qualitative approach “to get a general sense of characteristics, 

phenomena, and/or issues related to the topic of study” (Leedy & Ormrod, 2016, p.331), 

before moving into specific aspects of study.  Finally, a distinguishing feature of 

qualitative research is that it can be highly iterative between the phases of data collection 

and analysis (Leedy & Ormrod, 2016, p.260). 

3.2 Methodology 

 3.2.1 Content Analysis 

Content Analysis (CA) is the primary research method for this study. Content analysis can 

be generally defined as “a detailed and systematic examination of the contents of a 

particular body of material for the purpose of identifying patterns, themes, or biases” 

(Leedy & Ormond, 2016, p.275). Traditional CA is often described as systematic 

(Neuendorf, 2017, p.1; Herring, 2010, p.234), and seen through an objective, quantitative 

lens of analysis (Neuendorf, 2017, p.1) via a coding schema (Herring, 2010, p.234) using a 

priori parameters (Neuendorf, 2017, p.9). The goal of this traditional approach is “to 

produce counts of key categories and measurements of the amounts of other variables” 

(Neuendorf, 2017, p.21).  Although a quantitative approach is perhaps more usual with 

CA, it is possible to utilise CA in a qualitative manner (Leedy & Ormond, 2016, p.275-276). 

Doing so works for a number of reasons. For one, the strict adherence to an a priori design 

is often not feasible, due to the necessity of having some level of pre-existing familiarity 

with the content under study (Leedy & Ormond, 2016, p.320). It could be argued this is 



especially true for exploratory studies. Moreover, Herring (2010, p.234) notes that CA is not 

only about identifying patterns, but can also be used “for making inferences about 

intentions and effects”. The result is that there is greater allowance for subjective 

assessments in CA than might be initially considered.   

 3.2.2 Web Content Analysis 

CA has had a mixed experience with studies of web content. On the one hand, CA has a 

long history of being utilised in web studies (Herring, 2010, p.234). On the other hand, CA 

has been used in such a way that traditional approaches “are rarely followed strictly” 

(Herring, 2010, p.236). Much of this has to do with the inherent difficulties of applying CA 

to the internet and the volume, velocity, and variety of content (Herring, 2010, p.236-237). 

The speed of change makes approaches such as random sampling “infeasible in many 

cases” (Herring, 2010, p.237), a sentiment echoed by Kim & Kuljis (2010, p.373).  

3.3 Data Collection 

Data has been collected by conducting an analysis of the content of the national libraries’ 

websites. The websites were searched for instances of open data, whether they existed on 

an identifiable data platform, or spread across several pages on a website, as well as the 

existence and state of labs. Data was recorded in a qualitative manner in a written form, 

with both observations and general impressions of structure and content, and eventually 

complied into a coding table (see 4.2.3 and 4.2.5). A small amount of quantitative data was 

also collected via the websites of both the GLAM Labs Community and CAD movement. 

3.4 Data Analysis 

The qualitative data was analysed using a Grounded Theory (GT) approach. Also known 

as Grounded Theory Method (Bryant & Charmaz, 2007), GT is a qualitative approach 

(Leedy & Ormond, 2016, p.276), which “comprises a systematic, inductive, and 

comparative approach for conducting inquiry for the purpose of constructing theory” 

(Bryant & Charmaz, 2007, p.1). GT allows for a great deal of flexibility in how data is 

collected and analysed: data is analysed from the outset of the study, with important 

features being formed and reformed by continual analysis (Leedy & Ormond, 2016, p.274), 



in a generally iterative manner (Bryant & Charmaz, 2007, p.1). This is how the open data 

and labs pages were analysed for this study. For the analysis of quantitative data, Python 

via Jupyter Notebooks was used to combine data and create graphs, which were used to 

gain an understanding of certain aspects.  

3.5 Population 

The population of the study was selected using a purposive sampling approach (Leedy & 

Ormrod, 2016, p.183), and involved selecting countries from the regions of Australasia, 

Europe, and North America. These areas were selected due to their close cultural 

similarity, the concentration in these areas of open data platforms, glam labs, and CAD 

movement participants, and their use of English as either a primary or close secondary 

language, thus minimising the potential for cultural or language misunderstandings. From 

these three regions, a total of twenty-two National Libraries were identified comprising 

the following countries: Australia, Austria, Belgium, Canada, Denmark, England, Finland, 

France, Germany, Ireland, Italy, Luxembourg, Netherlands, New Zealand, Norway, 

Portugal, Scotland, Spain, Sweden, Switzerland, United States, and Wales. The specific 

counties were selected due to the relativity developed state of open data and labs in these 

countries. Europe was also limited arbitrarily to the western part for practical reasons 

relating to the scope of the study.  

3.6 Limitations 

There are a number of general and specific limitations in the study.  General limitations 

include the study’s validity. Leedy & Ormrod (2016, p.278) state that in order to be 

valid, data in qualitative studies must be “reasonably accurate with regard to the 

characteristics and dynamics of the entities or situation being studied.” Accuracy is 

dependent on having a means measurement that is reliable. The majority of data from 

this study is qualitative, being based on the subjective assessments of the author, and 

are therefore arguably neither reliable nor repeatable. Specific limitations include the 

narrow geographic and cultural range of the study, and the narrowness of the chosen 

type of institution. Finally, as there could be features which were missed by the author, 

the analysis and results can in no way be seen as definitive, but rather only indicative.



    4. Findings 

4.1 GLAM Labs/CAD - Overview 

Data collected from the members list on the International GLAM Labs Community 

website (n.d.) can be used to get a general sense of labs’ geographic spread and 

prominence according to institutional type. The data shows that labs are growing in 

number. Using the Internet Archive’s Wayback Machine, the number of registered 

partners shows steady growth from 44 in November 2019, to 60 in November 2020, and 

69 as of October 2021. The findings also show that the location of labs is largely 

concentrated in one geographic area, with the majority located in Europe, and in 

particular the United Kingdom and Spain (9 each out of a total 41), followed by 

Australia (6) and the United States (5): 

 

 

 

 

 

 

 

 

In terms of types of institutions labs are found in, the majority are libraries and 

universities: 

 

 

 

 

 

 

 

 

 



 

Data collected from the CAD project websites provides some insight into the general 

state of the movement. The data shows that the initiative is also geographically 

concentrated, in this case in just two countries: 
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a more even spread among the types of institutions which are members of the initiative: 

4.2 NL Open Data and Labs 

 4.2.1 Overview 

The results from the analysis of the NL websites under study indicate that around 17/22 

institutions have some kind of open data or linked data page. Of these, 14 are in Europe, 



2 are in North American, and 2 are in Australasia. Analysis of the NL websites indicate 

that a total of 10/22 appear to have some kind of lab service. Of these, 9 are in Europe, 1 

is in North America, and 0 is in Australasia. A small number of institutions were found 

to have no discernible open data or lab features, as in the case of Ireland and Italy. 

 

4.2.2 Coding Table Definitions – Open Data 

The NL open data results were compiled into a table (4.2.3), with the following 

categories emerging during the course of the analysis: 

Type (OD/LD/NA). Does the platform/page refer to open data (OD), linked data (LD), or 

neither (NA). 

Platform/Page (PF/PG). Is open data offered via a dedicated platform (PF), or via one or 

more webpages (PG) as a subsection of another page/section of the website. 

Detailed (Y/N). Is the platform/page comprised of multiple pages (Y), or a single page 

(N) contextual/additional information (Y), or is minimal information provided (N). 

Download (Y/N). The platform/page allows for any amount of data downloading. 

API (Y/N). The platform/page presents or directs users to an API. This does not mean 

that the institution does not have an API outside of the platform/page. 

Tools/Tutorials (Y/N). The platform/page includes any tools or tutorials for users. 

Examples (Y/N). The platform/page presents or links to at least one example of data use 

or analysis.  

 

 4.2.3 Coding Table – Open Data 

Country 

(Institution) 

Name Type Platform/ 

Page  

Detailed Download API Tools/ 

Tutorials 

Examples URL Screenshot 

Australia 

(NL of 

Australia) 

Create 

something 

NA PG Y Y Y N Y https://trove.nla.

gov.au/about/cre

ate-something  

Appendix 9.1 

Austria (NL 

of Austria) 

Linked 

Open Data 

LD PG N Y N Y N https://labs.onb.a

c.at/en/dataset/lo

d/    

Appendix 9.2 

Belgium 

(Royal 

Library of 

Belgium) 

DATA-

KBR-BE 

OD PG N N N N Y https://ww

w.kbr.be/en/

projects/dat

a-kbr-be/  

Appendix 9.3 

https://trove.nla.gov.au/about/create-something
https://trove.nla.gov.au/about/create-something
https://trove.nla.gov.au/about/create-something
https://labs.onb.ac.at/en/dataset/lod/
https://labs.onb.ac.at/en/dataset/lod/
https://labs.onb.ac.at/en/dataset/lod/
https://www.kbr.be/en/projects/data-kbr-be/
https://www.kbr.be/en/projects/data-kbr-be/
https://www.kbr.be/en/projects/data-kbr-be/
https://www.kbr.be/en/projects/data-kbr-be/


Canada 

(Libraries 

and Archives 

Canada)) 

Open Data 

from LAC 

OD PG N N N N N https://ww

w.bac-

lac.gc.ca/en

g/discover/o

pen-

data/Pages/

open-

data.aspx  

Appendix 9.4 

Finland (NL 

of Finland) 

Open Data 

Service 

OD, 

LD 

PF Y Y Y N N https://data.

nationallibr

ary.fi/  

Appendix 9.5 

France (NL 

of France) 

Bnf Data LD PF Y N N N N https://data.

bnf.fr/en/  
Appendix 9.6 

Germany 

(NL of 

Germany) 

Metadata 

Services 

 

 

 

 

 

 

 

 

 

Linked 

Data 

Service 

OD 

 

 

 

 

 

 

 

 

 

 

LD 

PG 

 

 

 

 

 

 

 

 

 

 

PG 

Y 

 

 

 

 

 

 

 

 

 

 

N 

Y 

 

 

 

 

 

 

 

 

 

 

Y 
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N 

N 

 

 

 

 

 

 

 

 

 

 

N 

N 

 

 

 

 

 

 

 

 

 

 

N 

https://ww

w.dnb.de/E

N/Professio

nell/Metada

tendienste/

metadatend

ienste_node.

html  
 

 

https://ww

w.dnb.de/E

N/Professio

nell/Metada

tendienste/

Datenbezug

/LDS/lds_no

de.html  

Appendix 9.7 
 

 

 

 

 

 

 

 

 

 

Appendix 9.8 

Luxembourg 

(NL of 

Luxembourg) 

Open Data 

Platform 

OD, 

LD 

PF Y Y Y Y Y https://data.

bnl.lu/  
Appendix 9.9 

Netherlands 

(NL of the 

Netherlands) 

Data 

services & 

APIs 

OD, 

LD 

PF N Y Y N Y https://ww

w.kb.nl/en/r

esources-

research-

guides/data-

services-

apis  

Appendix 

9.10 

New Zealand 

(NL of New 

Zealand) 

Open data OD PG Y Y Y N Y https://natli

b.govt.nz/ab

out-

us/open-

data  

Appendix 

9.11 

Portugal (NL 

of Portugal) 

Open Data OD, 

LD 

PF Y Y Y N N https://open

data.bnport

ugal.gov.pt/

eng_index.h

tm  

Appendix 

9.12 

Scotland (NL 

of Scotland) 

Data 

Foundry 

OD PF Y Y N Y Y https://data.

nls.uk/  
Appendix 

9.13 
Spain (NL of 

Spain) 

DATOS.B

NE.es 

LD PF Y N N N N https://datos

.bne.es/inici

o.html  

Appendix 

9.14 

https://www.bac-lac.gc.ca/eng/discover/open-data/Pages/open-data.aspx
https://www.bac-lac.gc.ca/eng/discover/open-data/Pages/open-data.aspx
https://www.bac-lac.gc.ca/eng/discover/open-data/Pages/open-data.aspx
https://www.bac-lac.gc.ca/eng/discover/open-data/Pages/open-data.aspx
https://www.bac-lac.gc.ca/eng/discover/open-data/Pages/open-data.aspx
https://www.bac-lac.gc.ca/eng/discover/open-data/Pages/open-data.aspx
https://www.bac-lac.gc.ca/eng/discover/open-data/Pages/open-data.aspx
https://www.bac-lac.gc.ca/eng/discover/open-data/Pages/open-data.aspx
https://data.nationallibrary.fi/
https://data.nationallibrary.fi/
https://data.nationallibrary.fi/
https://data.bnf.fr/en/
https://data.bnf.fr/en/
https://www.dnb.de/EN/Professionell/Metadatendienste/metadatendienste_node.html
https://www.dnb.de/EN/Professionell/Metadatendienste/metadatendienste_node.html
https://www.dnb.de/EN/Professionell/Metadatendienste/metadatendienste_node.html
https://www.dnb.de/EN/Professionell/Metadatendienste/metadatendienste_node.html
https://www.dnb.de/EN/Professionell/Metadatendienste/metadatendienste_node.html
https://www.dnb.de/EN/Professionell/Metadatendienste/metadatendienste_node.html
https://www.dnb.de/EN/Professionell/Metadatendienste/metadatendienste_node.html
https://www.dnb.de/EN/Professionell/Metadatendienste/metadatendienste_node.html
https://www.dnb.de/EN/Professionell/Metadatendienste/Datenbezug/LDS/lds_node.html
https://www.dnb.de/EN/Professionell/Metadatendienste/Datenbezug/LDS/lds_node.html
https://www.dnb.de/EN/Professionell/Metadatendienste/Datenbezug/LDS/lds_node.html
https://www.dnb.de/EN/Professionell/Metadatendienste/Datenbezug/LDS/lds_node.html
https://www.dnb.de/EN/Professionell/Metadatendienste/Datenbezug/LDS/lds_node.html
https://www.dnb.de/EN/Professionell/Metadatendienste/Datenbezug/LDS/lds_node.html
https://www.dnb.de/EN/Professionell/Metadatendienste/Datenbezug/LDS/lds_node.html
https://www.dnb.de/EN/Professionell/Metadatendienste/Datenbezug/LDS/lds_node.html
https://data.bnl.lu/
https://data.bnl.lu/
https://www.kb.nl/en/resources-research-guides/data-services-apis
https://www.kb.nl/en/resources-research-guides/data-services-apis
https://www.kb.nl/en/resources-research-guides/data-services-apis
https://www.kb.nl/en/resources-research-guides/data-services-apis
https://www.kb.nl/en/resources-research-guides/data-services-apis
https://www.kb.nl/en/resources-research-guides/data-services-apis
https://www.kb.nl/en/resources-research-guides/data-services-apis
https://natlib.govt.nz/about-us/open-data
https://natlib.govt.nz/about-us/open-data
https://natlib.govt.nz/about-us/open-data
https://natlib.govt.nz/about-us/open-data
https://natlib.govt.nz/about-us/open-data
https://opendata.bnportugal.gov.pt/eng_index.htm
https://opendata.bnportugal.gov.pt/eng_index.htm
https://opendata.bnportugal.gov.pt/eng_index.htm
https://opendata.bnportugal.gov.pt/eng_index.htm
https://opendata.bnportugal.gov.pt/eng_index.htm
https://data.nls.uk/
https://data.nls.uk/
https://datos.bne.es/inicio.html
https://datos.bne.es/inicio.html
https://datos.bne.es/inicio.html


Switzerland 

(NL of 

Switzerland) 

Open Data 

policy 

OD PG N N N N N https://ww

w.nb.admin

.ch/snl/en/h

ome/inform

ation-

professional

s/mediation/

opendata.ht

ml  

Appendix 

9.15 

United 

Kingdom 

(British 

Library) 

Free 

dataset 

downloads 

 

 

 

 

 

BNB 

Linked 

Data 

Platform 

OD, 

LD 
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PG 
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Y 

 

 

 

 

 

 

Y 

Y 

 

 

 

 

 

 

Y 

N 

 

 

 

 

 

 

Y 

N 

 

 

 

 

 

 

Y 

N 

 

 

 

 

 

 

N 

https://ww

w.bl.uk/coll

ection-

metadata/d

ownloads   
 

 

https://bnb.

data.bl.uk/    
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9.16 
 

 

 

 

 

 

Appendix 

9.17 

United States 

(Library of 

Congress) 

Selected 

Datasets 

 

 

 

 

 

 

ID.LOC.G

OV – 

Linked 

Data 

Service 

NA 

 

 

 

 

 

 

 

 

LD 

PG 

 

 

 

 

 

 

 

 

BF 

 

 

Y 

 

 

 

 

 

 

 

 

Y 

Y 

 

 

 

 

 

 

 

 

N 

N 

 

 

 

 

 

 

 

 

Y 

N 

 

 

 

 

 

 

 

 

N 

N 

 

 

 

 

 

 

 

 

N 

https://ww

w.loc.gov/c

ollections/se

lected-

datasets/abo

ut-this-

collection/  

 

https://ww

w.bibframe.

org/  
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Appendix 
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Wales (NL of 

Wales) 

NLW Data NA PG N Y N N N https://ww

w.library.w

ales/collecti

ons/activitie

s/research/n

lw-data  

Appendix 

9.20 

 

 4.2.4 Coding Table Definitions – Labs 

The NL lab results were compiled into a table (4.2.5), with the categories largely carried 

over from the previous section, albeit with some minor changes: 

Type (Ext/Int). Does the lab have an external interface for users (Ext), or are its services 

provided internally only (Int) 

Platform/Page (PF/PG). Is the lab offered via a dedicated platform (PF), or via one or 

more webpages (PG) as a subsection of another page/section of the website 

Detailed (Y/N). Is the lab comprised of multiple pages (Y), or a single page (N) 

contextual/additional information (Y), or is minimal information provided (N) 

https://www.nb.admin.ch/snl/en/home/information-professionals/mediation/opendata.html
https://www.nb.admin.ch/snl/en/home/information-professionals/mediation/opendata.html
https://www.nb.admin.ch/snl/en/home/information-professionals/mediation/opendata.html
https://www.nb.admin.ch/snl/en/home/information-professionals/mediation/opendata.html
https://www.nb.admin.ch/snl/en/home/information-professionals/mediation/opendata.html
https://www.nb.admin.ch/snl/en/home/information-professionals/mediation/opendata.html
https://www.nb.admin.ch/snl/en/home/information-professionals/mediation/opendata.html
https://www.nb.admin.ch/snl/en/home/information-professionals/mediation/opendata.html
https://www.nb.admin.ch/snl/en/home/information-professionals/mediation/opendata.html
https://www.bl.uk/collection-metadata/downloads
https://www.bl.uk/collection-metadata/downloads
https://www.bl.uk/collection-metadata/downloads
https://www.bl.uk/collection-metadata/downloads
https://www.bl.uk/collection-metadata/downloads
https://bnb.data.bl.uk/
https://bnb.data.bl.uk/
https://www.loc.gov/collections/selected-datasets/about-this-collection/
https://www.loc.gov/collections/selected-datasets/about-this-collection/
https://www.loc.gov/collections/selected-datasets/about-this-collection/
https://www.loc.gov/collections/selected-datasets/about-this-collection/
https://www.loc.gov/collections/selected-datasets/about-this-collection/
https://www.loc.gov/collections/selected-datasets/about-this-collection/
https://www.loc.gov/collections/selected-datasets/about-this-collection/
https://www.bibframe.org/
https://www.bibframe.org/
https://www.bibframe.org/
https://www.library.wales/collections/activities/research/nlw-data
https://www.library.wales/collections/activities/research/nlw-data
https://www.library.wales/collections/activities/research/nlw-data
https://www.library.wales/collections/activities/research/nlw-data
https://www.library.wales/collections/activities/research/nlw-data
https://www.library.wales/collections/activities/research/nlw-data


Download (Y/N). The lab allows for any amount of data downloading 

API (Y/N). The lab presents or directs users to an API. This does not mean that the 

institution does not have an API outside of the lab 

Tools/Tutorials (Y/N). The lab includes any tools or tutorials for users  

Examples (Y/N). The lab presents or links to at least one example of data use or analysis.  

 

4.2.5 Coding Table – Labs 

Country 

(Institution) 

Name Type Platform/ 

Page 

Detailed Download API Tools/ 

Tutorials 

Examples URL Screenshot 

Austria (NL 

of Austria) 

ONB 

Labs 

Ext PF Y Y N Y Y https://labs.onb.a

c.at/en/  
Appendix 

9.21 

Belgium 

(Royal 

Library of 

Belgium) 

Digital 

Research 

Lab 

Int PG N N N N N https://www.kbr.

be/en/projects/di

gital-research-

lab/  

Appendix 

9.22 

Denmark 

(Royal 

Library of 

Denmark) 

KB Labs Ext PF Y N N Y Y https://labs.kb.dk

/  
Appendix 

9.23 

Germany 

(NL of 

Germany) 

DNBLA

B: Access 

to Data 

Sets and 

Digital 

Objects 

Int PG N Y N Y N https://www.dnb.

de/EN/Profession

ell/Services/Wisse

nschaftundForsc

hung/DNBLab/d

nblab.html 

Appendix 

9.24 

Netherlands 

(NL of the 

Netherlands) 

KB Lab Ext PF Y N N Y Y https://lab.kb.nl/  Appendix 

9.25 

Norway (NL 

of Norway) 

Digital 

Humanit

ies 

Laborato

ry 

Int PG N N Y Y N https://www.nb.n

o/en/forskning/di

gital-humanities-

laboratory/  

Appendix 

9.26 

Spain (NL of 

Spain) 

BNElab Ext PF Y N N Y Y https://bnelab.bn

e.es/en/  
Appendix 

9.27 
Sweden (NL 

of Sweden) 

KBLab Int PG N N N N N https://www.kb.s

e/in-

english/research-

collaboration/kbl

ab.html  

Appendix 

9.28 

United 

Kingdom 

(British 

Library) 

British 

Library 

Labs 

Ext PG 

 

Y Y N Y Y https://data.bl.uk/

?_ga=2.132338445

.283969606.16365

98558-

9182090.16365985

58  

Appendix 

9.29 

United 

States 

(Library of 

Congress) 

LABS Ext PF Y 

 

Y Y Y Y https://labs.loc.go

v/  
Appendix 

9.30 
 

 

 

https://labs.onb.ac.at/en/
https://labs.onb.ac.at/en/
https://www.kbr.be/en/projects/digital-research-lab/
https://www.kbr.be/en/projects/digital-research-lab/
https://www.kbr.be/en/projects/digital-research-lab/
https://www.kbr.be/en/projects/digital-research-lab/
https://labs.kb.dk/
https://labs.kb.dk/
https://www.dnb.de/EN/Professionell/Services/WissenschaftundForschung/DNBLab/dnblab.html
https://www.dnb.de/EN/Professionell/Services/WissenschaftundForschung/DNBLab/dnblab.html
https://www.dnb.de/EN/Professionell/Services/WissenschaftundForschung/DNBLab/dnblab.html
https://www.dnb.de/EN/Professionell/Services/WissenschaftundForschung/DNBLab/dnblab.html
https://www.dnb.de/EN/Professionell/Services/WissenschaftundForschung/DNBLab/dnblab.html
https://www.dnb.de/EN/Professionell/Services/WissenschaftundForschung/DNBLab/dnblab.html
https://lab.kb.nl/
https://www.nb.no/en/forskning/digital-humanities-laboratory/
https://www.nb.no/en/forskning/digital-humanities-laboratory/
https://www.nb.no/en/forskning/digital-humanities-laboratory/
https://www.nb.no/en/forskning/digital-humanities-laboratory/
https://bnelab.bne.es/en/
https://bnelab.bne.es/en/
https://www.kb.se/in-english/research-collaboration/kblab.html
https://www.kb.se/in-english/research-collaboration/kblab.html
https://www.kb.se/in-english/research-collaboration/kblab.html
https://www.kb.se/in-english/research-collaboration/kblab.html
https://www.kb.se/in-english/research-collaboration/kblab.html
https://data.bl.uk/?_ga=2.132338445.283969606.1636598558-9182090.1636598558
https://data.bl.uk/?_ga=2.132338445.283969606.1636598558-9182090.1636598558
https://data.bl.uk/?_ga=2.132338445.283969606.1636598558-9182090.1636598558
https://data.bl.uk/?_ga=2.132338445.283969606.1636598558-9182090.1636598558
https://data.bl.uk/?_ga=2.132338445.283969606.1636598558-9182090.1636598558
https://data.bl.uk/?_ga=2.132338445.283969606.1636598558-9182090.1636598558
https://data.bl.uk/?_ga=2.132338445.283969606.1636598558-9182090.1636598558
https://labs.loc.gov/
https://labs.loc.gov/


4.3 NL Open Data 

 4.3.1 Extent of Platforms 

The national libraries’ websites are the most common means of providing access to their 

open data. However, the complexity of their open data offerings varies hugely, from 

dedicated and highly detailed platforms to single pages with minimal information.  

Instances of the former include the National Library of Luxembourg’s (n.d.) Open Data 

Platform, and the NL of Scotland’s (n.d.b) Data Foundry. Other sites are less developed 

but have decent offerings. Among these are the NL of Finland’s (n.d.) Open Data 

Service, and the NL of New Zealand’s (n.d.b) open data page, and the Library of 

Congress’ (n.d.e) datasets page. Some institutions present open and linked data 

together, for example the British Library’s (n.d.c) “Collection Metadata” page. The NL 

of France (n.d.)  provides a platform for linked data only. A few institutions only offer a 

single page, such as the NL of the Netherlands (n.d.a), and the NL of Wales (n.d.). 

 

 4.3.2 External Platforms 

Rather than providing data via their own websites, some institutions direct users to 

external platforms, which are usually government open data portals. Library and 

Archives Canada (n.d) is one example. A similar case is the NL of Switzerland (n.d), 

whose page “Open Data policy” simply states “[a] selection of our data can be 

downloaded from the portal opendata.swiss.” The NL of Portugal (n.d) has an open 

data portal, which notes that users can use the government data portal or the European 

Data Portal. 

 

 4.3.3 Bulk Downloads 

Several institutions make open data available for download directly through their 

websites. One is the already mentioned British Library’s metadata section. The NL of 

New Zealand’s open data page presents a range of datasets comprised of metadata from 

the catalogues and authority names. The NL of Luxembourg and the NL of Scotland 

both present metadata as well as collection content available for download, though the 

collection data only related to a small number of collections. Newspapers appear to be 



the most extensive datasets available, as seen in the collections of the NL of 

Luxembourg, and the recent pilot project run by the NL of New Zealand. Both 

institutions provide small bulk download packages with which users can get familiar 

with the larger datasets. In addition to the Library of Congress’s datasets page (n.d.a), it 

also has downloads available through on its newspaper collections, Chronicling 

America (Library of Congress, n.d.e). 

 

 4.3.4 API Access 

APIs access is a feature of several sites. Some institutions present APIs with data 

downloads, or APIs alone. Examples of APIs and downloads being presented together 

include the NL of Finland, the NL of Luxembourg, and the NL of New Zealand. The 

Library of Congress refers to APIs on their page “LC for Robots” (n.d.d), though this 

page is located within the labs section. Although it may seem that APIs are less common 

than bulk downloads,  this is not necessarily the case. While mainly outside the scope of 

this study, in addition to their own collections many national libraries operate or 

contribute to a larger national CH portal which may also provide API access. For some 

institutions, the API is presented as the main way to access data, such as the NL of 

Australia (n.d.) which only offers a small sample of data for download as a means of 

previewing data from the Trove API. 

 

 4.3.5 Tools for Researchers 

A small number of institutions have gone beyond providing basic access by developing 

or considering more specific tools. Examples include creating tailored datasets for users, 

creating guides for users, and directing users to tools. The British Library (n.d.b) has 

created what it calls “Researcher Format (CSV) datasets”, which are “themed datasets 

[that] are available in comma-separated value (CSV) format for you to analyse the data 

using utilities or applications such as Open Refine.” The Library of Congress (n.d.c) 

provides researchers with a guide specifically for the library’s datasets. The NL of 

Luxembourg (n.d.) offers a number of services. For one, it provides data in different 

formats to assist users with different skill levels, as well as pointing to tools such as 



Jupyter Notebooks, map tools, and external programs (which require coding) for 

analysis and visualisation. The NL of Scotland’s Data Foundry (n.d.a) likewise has a 

page for tools, and references Jupyter Notebooks and a few other tools. 

 

 4.3.6 Developing Data Platforms 

Finally, it appears that a small number of institutions are developing platforms. The NL 

of Belgium (n.d.a) is currently undertaking a data project which it describes as “a 

collaboration between cultural heritage experts, digital humanities researchers and data 

scientists ... to facilitate data-level access to KBR’s Collections.” Similarly, the NL of 

Wales (n.d.) is pursuing a data project which is an “initiative that provides access to 

digital collections held by NLW using methods other than the traditional catalogue or 

library websites.” While the exact scope and outcome of these projects are uncertain as 

of the writing, these developments nonetheless show that the creation of data specific 

platforms is of interest to institutions. 

 

4.4 NL Labs 

 4.4.1 Extent of Labs 

Like open data offerings, labs vary greatly in both their size and their services.  The 

most developed labs are those which have their own dedicated lab area on the 

institution’s website. Examples include the labs at the NL of Austria (n.d.c), the Royal 

Library of Denmark (n.d.b), the NL of the Netherlands (n.d.b). While these labs are 

interactive, some are detailed but do not offer such level of interaction. Examples 

include the NL of Spain (n.d.c), the Library of Congress (n.d.f), the British Library (n.d.a), 

and the NL of Germany (n.d.). Some labs have little interactivity and little of a public 

face. The labs at the NL of Norway (n.d.), the NL of Sweden (n.d.), and Royal Library of 

Belgium (n.d.b) are such examples. 

 

 4.4.2 Services - Data Access 

A range of services are provided across NL labs. One of the most common is the 

offering of collections data in one form or another. The lab at the NL of Austria (n.d.c) 



offers a wide range of datasets, including newspapers from 1568-1879, historic 

postcards, linked open data, web-archive, bibliographic metadata, pamphlets from 1848, 

music manuscripts and the papyrus collection. The same lab also has ‘collections’ 

(National Library of Austria, n.d.b) made up of datasets, and which allow users or staff 

to create custom data collections that they can either keep private or share. The lab at 

the British Library (n.d.b) has its own ‘Labs datasets’, which include metadata and text 

created through OCR, and were created as the result of collaboration with staff or 

researchers. The lab at the NL of Germany (n.d.) offers access to “(theme-based) data 

sets”, such as “Free online publications” and “German NL: World War I collection 1914–

1918”. The lab at the NL of the Netherlands (n.d.b) provides access to a range of datasets 

which include images, text from newspapers and books, and data from the web archive. 

The British Library lab (n.d.b) and the NL of Spain lab (n.d.c) state that they are 

developing more offerings of user-friendly file formats such as CSV. On the other hand, 

the lab at the NL of Denmark (n.d.) only presents datasets that it has created, and does 

not allow users to download. 

 

 4.4.3 Services - Tools for Researchers 

Besides offering data through their websites, some labs also provide tools to analyse 

data. The labs at the NL of Austria, the NL of the Netherlands, and the Royal Library of 

Denmark are most evident in this respect. The tools they offer come in many forms. 

Tools include those that visualise changes in language over time (Royal Library of 

Denmark, n.d.a). Other tools show how to create interactive graphs with Jupyter 

Notebooks and search the collections with SPARQL (National Library of Austria, n.d.g). 

The lab at the NL of the Netherlands (n.d.d) has 29 listed tools, and lets users search and 

filter tools based on categories such as the data content, type of tool, file format, and 

copyright. The tools also cover the main forms of analysis, with 13 relating to textual 

analysis, and 11 relating to data visualization (National Library of the Netherlands, 

n.d.d). 

 

 4.4.4 Services - Assistance for Researchers 



Labs also offer assistance to researchers. Some labs do so by offering direct assistance 

with research projects. The NL of Austria (n.d.a) lab trailed a free service called “Bring 

your Project” for 1 ½ years until August 2020, which offered data, tools, and specialist 

staff time. While this particular service does not appear to have continued, the lab does 

offer researchers assistance with individual projects, for instance with the analysis and 

visualisation of collections data (National Library of Austria, n.d.d). Often help is 

provided via an application process. The lab at the NL of Germany (n.d.) has a yearly 

‘DH-Call’, which researchers can apply to if they want assistance with “automated 

analyses of protected full texts, images or AV media”. The NL of Sweden (n.d.) lab lets 

researchers place an application for assistance. Other ways of helping include providing 

tutorials or teaching. Using Jupyter Notebooks is a common way of providing tutorials: 

the NL of Germany (n.d.) uses notebooks to teach “analysing and working with our 

open-access items” including text and data mining and the NL of the Netherlands 

(n.d.d) lab provides “walk-throughs for preparing and visualising the data.” 

 

 4.4.5 Services – Innovation for Institutions 

Finally, labs also appear to provide a service back to the institution. One way they do so is 

by demonstrating innovative uses of the librarys’ collections. For example, the NL of 

Austria lab acts as a showcase for projects created with lab’s tools and data, such as their 

contribution to a current exhibition (National Library of Austria, n.d.f). The NL of Spain 

lab (n.d.b) likewise hosts digital experiments with collection data, such as their 

“Interactive Books” project. The Royal Library of Denmark (n.d.b) lab presents 

applications they developed “to visualize, engage or showcase the different materials or 

collections that we have available, to inspire and deepen the knowledge of what 

collections we actually have, and hopefully expand the use of these.” The NL of 

Netherlands (n.d.c) lab explored data from the Dutch digital archive Delpher, in order to 

explore and visualise the growth of terms relating to pandemics. The NL of Spain lab 

(n.d.a). created “Community BNE”, a crowd-sourcing platform which offers the 

opportunity for users to get involved and contribute to collections. The United States lab 

also developed a crowd-sourcing platform “By the People” (n.d.b), which is a “web-based 



crowd-sourcing application where anyone with an internet connection can transcribe 

documents from Library of Congress digitized collections.” 

5. Discussion 

5.1 Introduction 

The following discussion will cover some of the salient features of the open data and lab 

offerings presented by the national libraries under study, consider how labs could be used 

to assist the delivery service of open data, and conclude with some specific directions 

libraries could take with their CH open data. Open data may be more difficult to access 

than is intended, due to the focus on bare bulk downloads or API access, which together 

serve to favour certain types of user. Part of this difficult may stem, on the institution’s 

side, from an under-appreciation of the difference between government and CH open 

data. Initiatives live the CAD movement offer some possible considerations for 

institutions, and indeed seem to be already having an impact. Labs present perhaps the 

greatest opportunity to utilise open data in new ways, due to their role as places which 

encourage innovation, their experience working with diverse CH data, including 

development tools, and helping users. Along with CAD they may also present an 

opportunity to address deeper issues in CH open data and engage with different 

communities. Finally, they could be used as a medium for shaping and presenting data 

users for users in an engaging manner. 

 

5.2 Open Data Environment 

 5.2.1 Accessing Data 

The aims of the open data movement provide a lens with which to consider the current 

state of national libraries’ open data. According to Kitchin (2014, p.48), “[t]he open data 

movement seeks … both opening up data for wider reuse, but also providing easy-to-use 

research tools that negate the need for specialist analytic skills.” The current state of open 

data currently fulfills a portion of that description. On the one hand, bespoke open data 

platforms are being developed, as seen by the platforms of the national libraries of 

Luxembourg and Scotland. These provide more opportunities for wider reuse, by making 



access easier and use clearer. However, the majority of institutions are not anywhere near 

this point, with most providing bare pages with overly technical information, and few 

examples or discussion of use. The offerings of downloadable data are wide, but are 

generally presented in a somewhat confusing manner, sometimes across multiple sections 

of a websites. 

 

 5.2.2 APIs 

APIs are a common feature of national libraries’ open data offerings. The Open GLAM 

survey results (McCarthy, 2019a) showed that many institutions provide some sort of API 

access. This is especially true of national libraries, whether that is through their own 

website or through a wider portal – indeed, the way they were noted in this study perhaps 

underrepresented how common they are. In many ways, the prominence of APIs is a 

positive result. By some measurements, providing data through an API is considered to be 

the greatest degree of openness possible (Roued-Cunliffe, 2020, p.19). Of course how well 

depends on the institution. In truth, there are some institutions that do this very well. One 

example is the NL of Australia: Roued-Cunliffe (2020, p.114) says that this library’s API, 

offered via its portal Trove, “is probably the best-documented and most user-friendly 

example of a heritage data API that we have to date.” Considering that the same 

institution offers little in the way of direct download capabilities, and that the API serves 

as the API for 10 other Australian institutions, it makes sense that the institution has 

focused on this resource. And while the state of APIs in CH is worthy of praise, though it 

does come at a cost. 

 

 5.2.3 APIs – Some Considerations 

The cost of an over-reliance on APIs and bare downloads comes in many forms.  One issue 

is that the complexity of these services may turn researchers and users away. APIs are 

technical and require a degree of user familiarity with code and other concepts. Moreover, 

it can be unclear what an institution offers, either by API or download. Roued-Cunliffe 

(2020, p.4-5) points to the Library of Congress, noting that “while these digital collections 



and their access points are shared on the web page ‘LC for Robots’, it is not quite clear 

what data is available through the different APIs and bulk data downloads.”  

 

The result is that libraries are perhaps inadvertently favouring a specific type of user. 

Many institutions have separate pages for these technical users or ‘developers,’ for 

example Europeana and DPLA (Roued-Cunliffe, 2020, p.53), and DigitalNZ and Trove. 

While anyone who has used an API with Python or another programming language could 

say using an API is somewhat straightforward, it is debatable whether this would be the 

case for many researchers or potential users. And while data downloads may offer more 

practical access, in many cases these downloads are not presented in a much less technical 

manner. Moreover, even if users could access the data, whether they would know how to 

manipulate the data enough to produce some utility from the data is another question. 

 

 5.2.5 CH and Government Open Data 

The issue with how downloadable data is presented on national library sites possibly 

reflects another issue, which is the tension between the aims of open government and CH 

institutions. While both aim to make data available, there is a difference in the type of 

data. For one, CH data is usually less prominent among open data offerings, due to the 

fact that often has “marginal economic value” (Kitchin, 2014, p.56). This means that there 

are from the outset less potential users of CH open data. Another issue may be that, 

whereas open government data is often ‘tidy’, so can be presented in easy to use 

spreadsheet or CSV formats, CH data is often inherently unstructured or ‘messy’ data. As 

such, the fields on which these two data types are presented are not equal: one requires a 

lot more work (and with potentially less ‘economic’ reward). A compudong factor is the 

wider environment, which is determined by each country’s unique history and experience 

of open data (Kitchin, 2014, p.54). Adopting some of the approaches of CAD could 

mitigate some of these issues for CH open data. 

 

 5.2.6 CAD and CH Open Data 



National libraries’ open data initiatives could benefit from utilising CAD approaches in a 

number of ways. The first and primary benefit would be in the way CAD can address 

issues inherent in the data itself. Zeigler (2020, p.27) points out that “[t]he collecting 

practices of cultural institutions have long been marred by the racial bias of the archivists 

and curators who build collections. The decisions made about what is collected are colored 

by the opinions of those doing the collecting.” Through digitisation, such a situation 

“might result in a non-representative digitised collection” (Mahey et al., 2019, p.103). In 

effect, putting open data ‘out there’ without context, while well-intentioned, could in fact 

create harm. For instance, flatly presenting data may mean an apparent ‘natural’ 

predominance in viewpoints of one group over another (Zeigler, 2020, p.30). Approaches 

such as CAD emphasise the importance of providing data with context (Zeigler, 2020, 

p.39). Indeed, whether influenced by CAD or not, this is partly being seen in the more 

developed open data platforms, such as the NL of Luxembourg and Scotland. These 

institutions, and various other NLs, are members of GLAM Labs, CAD, or both.  

 

5.3 Open Data and Labs 

 5.3.1 Innovation Spaces 

Labs can assist open data initiatives by providing services that fit within the framework of 

open data. One of the primary aims of the open data movement is “opening up data for 

wider reuse” (Kitchin, 2014, p.48). However, Roued-Cunliffe (2020, p.26) argues that due 

to legal concerns institutions are often conservative with how they make open CH data 

available, and so the sector “needs innovation and experimentation, and this is difficult to 

sustain in an environment of fear.” This is one area where labs could play a role, as 

experimental practice is one of the key features of labs. This is seen in the websites that 

offer a variety of tools and services. They are also the place where staff can test new tools 

and means of how data is provided to users or communities. Moreover, a lab provides a 

safe space to try out new ideas, as “[l]abs can rapidly prototype and test emerging 

technology and processes at a much smaller scale and cost” (Mahey et al., 2019, p.42). 

 

 5.3.2 Working with Data 



Labs can be a partner for open data initiatives due to their experience of working with a 

range of data. This is useful since, as Roued-Cunliffe (2020, p.40) explains, CH data comes 

in many different forms depending on the type of collection and institution: “galleries, as 

the material here is almost exclusively visual and published as images with metadata. 

Some libraries make the content of books and newspapers available as digitised images 

and full text. Archives often have lists of people who can be searched for – for example in 

census records, passenger lists, etc. …. Museums often have collections of objects that can 

be published as images in a similar way to the art published by galleries. Some museums 

have material that is geographically located and can be published on a map.” Labs 

typically work with across teams and with a great variety of collection types: maps, 

photos, manuscripts, objects, music, books, programs, and more (Mahey et al., 2019, p.34). 

Because of their experience with data, and their ability to experiment with data, labs can 

provide the venue where different uses and possibilities with data can be explored. 

 

 5.3.3 Developing Tools 

Another way that labs can assist open data initiatives is by helping to provide the means 

by which data can be understood. Referring back to Kitchin (2014, p.48), one of the aims of 

the open data movement is “providing easy-to-use research tools”. However, the same 

author (Kitchin, 2014, p.64) found that this usually not the case for open data sites, as 

“[m]any sites also lack appropriate tools and contextual materials to support data 

analysis.” Most libraries did not provide any tools, and while the national libraries of 

Scotland and Luxembourg did refer to tools, these were more general rather than specific 

tools for the data provided. Labs could help fill this gap. One of the primary purposes of 

labs is to “facilitate [the] adoption of innovative and modern tools and methods for 

content delivery and user engagement” (Mahey et al., 2019, p.42). Comparing the tools 

offered on the open data sites with the tools that labs provided, the labs tools are much 

more institutional and collection specific. This means that labs can develop specific tools to 

ease users into exploring and using the open data. 

 

 5.3.4 Helping Users 



A greater role for labs in the provision of tools in order to assist users would fit with 

another part of Kitchin’s (2014, p.48) definition of the aims of open data, that being to 

provide tools which “negate the need for specialist analytic skills.” Arguably, the current 

state of open data in NLs does not negate this need, either via the use of bare data 

downloads or technical APIs. This issue was identified in the wider open data 

environment in 2014, when Kitchin (2014, p.64) found that many sites “operate more as 

data holdings or data dumps, lacking the qualities expected in a well-organised and run 

data infrastructure, such as clean, high-quality, validated and interoperable data that 

comply with data standards and have appropriate metadata and full record sets 

(associated documentation).” Labs can provide a way of avoiding this situation. As seen 

by the labs in this study, documentation and context is a part of their services. Moreover, a 

central aspect of labs is looking at collections from the user perspective (Mahey et al., 2019, 

p.42). By adding contextualising information through documentation and examples, labs 

could supplement open data by offering a more user-focused perspective.  

 

 5.3.5 Engaging Communities 

Labs can also assist open data initiatives by providing the means for the creation and 

improvement of existing data. Labs can do this by testing approaches which facilitate user 

engagement with collections. Examples of labs doing this are seen in the form of tools 

developed which gather user feedback. One demonstrated example of this has been their 

role in crowdsourcing projects. These projects “frequently exist in parallel to Labs, offering 

the possibility to collaborate and reintegrate the user-generated data back to the 

organisation through the Lab. Various forms of user generated data exist and 

crowdsourcing initiatives are not the only source” (Mahey et al., 2019, p.110). The 

crowdsourcing platforms from the labs at the NL of Spain and the Library of Congress, 

which came from a lab project, illustrate the success which labs can have in providing the 

means for users to contribute back to an institution. This in turn can expand the quality of 

the open data provided by the institution. 

 

 5.3.6 Addressing Imbalances 



Labs make open data more engaging for specific communities by providing a means 

through which cultural and other imbalances in collections can be addressed. Imbalances 

can manifest not only in physical holdings, but also “[w]here Indigenous cultures have 

been colonised, the result of digitisation has been the continued colonisation of their 

cultural heritage by these organisations” (Mahey et al., 2019, p.43-44). On the contrary to 

this, Mahey et al. (2019, p.43-44) argue that “[l]abs work in the space of decolonisation and 

…. can redefine how institutions work with communities represented in and by their 

collections, to seek diverse collaborations to reimagine how their stories are told, how 

cultural heritage ownership is conceived and to create new pathways for mutual 

understanding.” With open data, a lab can both be a vehicle for identifying issues within 

data, while also presenting data specific to a group or community in a manner that is 

meaningful for that community. 

 

 5.3.7 Curating Data 

Having a role in shaping data raises the question of how far data could be curated for 

users to facilitate use and understanding. Adopting a more active role in how data is 

curated makes some sense. For one, this is already seen in the labs which have created 

‘researcher’ datasets as CSV files. Secondly, it would counteract the assumptions which 

are sometimes made about open data itself, as Kitchin (2014, p.62) notes: “[i]mplicit in 

most discussions on open data is the notion that the data are neutral and objective in 

nature and that everyone has the potential to access and use such data … However, these 

are not the case.” Thirdly, ‘messy’ data is an obstacle to use, and indeed is a substantial 

issue in open heritage data (Roued-Cunliffe, 2020, p.117). On the other hand, curating a 

dataset “requires quite and effort and is not always possible”, but “does provide users 

with a clean and easy-to-use collection” (Mahey et al., 2019, p.106). Despite the effort 

involved, other institutions are utilising curation and outreach more than previously, such 

as Europeana (Roued-Cunliffe, 2020, p.70). Even if it is only overseeing the creation of 

‘tidy’ data for the benefit of users, data curation could be one of the services that a lab 

could provide alongside or within an open data platform. 

 



 5.3.8 Storytelling 

Further along the curation path, labs could be used to supplement open data offerings by 

providing an active framework of understanding for users. One way this could be done is 

by adopting aspects of storytelling with data. While this might appear strange, it should 

be pointed out that storytelling is not in fact that unusual in CH. Roued-Cunliffe (2020, 

p.60) notes that “[o]ne of the most important and common ways in which heritage is used 

is through story-telling and outreach. This is often within the confines of more or less 

official structures like museums, published books, TV or film.” Some labs are creating 

individual pieces of a story already, either by producing specific datasets, tools for specific 

tasks, or by presenting code or other contextual information showing how a dataset was 

created. Presenting these various aspects together in a cohesion narrative could 

demonstrate to users how open data was created, shaped, and could be utilised. And 

while there is no doubt a danger in being overly-prescriptive in these efforts, there are 

arguably equal dangers for CH sector in not doing so. The danger is being under utilised. 

Roued-Cunliffe (2020, p.70) notes that Europeana, one of the largest and best resourced 

platforms in CH, is “surprisingly under-used in the larger context of things. In my 

experience, not many people outside of heritage professionals know about Europeana, and 

even among heritage professionals only a few use it.” 

 

 5.3.9 Storytelling with Visualisations 

One of the ways which labs can assist data storytelling is through the use of data 

visualisations. Visualisations can assist both general users and researchers. For 

researchers, visualisations “throw a new lens on collections to help generate new research 

questions” (Mahey et al., 2019, p.43). Beyond this group of users, visualisations “make 

heritage datasets more widely available for a wider audience” (Roued-Cunliffe, 2020, 

p.72). As seen, some labs already employ visualisations, either through the tools they offer, 

or through providing such services to researchers. Some labs use visualisations quite 

frequently: data visualisations are the most common type of tool at the NL of Denmark’s 

lab. As labs, and the staff who operate in labs, gain experience with data analysis and 

visualisations, these skills could readily transfer to the open data made available through a 



NL’s platform. The result would be a range of data visualisations presented alongside 

open data, which users could use as a means of exploring, extracting, or understanding 

the data that is offered.  

 

6. Conclusion 

The open data space is complex and changing. In the cultural heritage sector, national 

libraries are assuming a role within this data environment, whether driven by the 

necessity to contribute to government open data initiatives, or by their own desire to make 

their data more widely available. 

 

The great strength of open data is its scope and variety. In national libraries, open data 

comes in a variety of forms, whether through the institutions itself, through aggregate data 

portals, or through government portals. This open data can be accessed in different ways, 

from file downloads either concentrated on a single page or spread across numerous parts 

of a website, to an API via an institution or portal, which can access vast quantities of data. 

In all, the efforts so far indicate the focus has been on infrastructure, on the how of making 

data available. 

 

However, there seems to have been less consideration of a key corollary of how, which is 

why. How and why should not be considered in isolation, but rather should be considered 

together. By focusing on how of open data, and not on the how and why together, there is 

a risk of building a service that is under used. It may be helpful to consider the history of 

endeavors where the effort goes into one aspect alone, as Roued-Cunliffe (2020, p.58) 

warns: “[l]essons learnt in the 21st century show that we cannot afford an attitude of ‘if 

you build it they will come’.”  

 

Such as attitude has perhaps manifested itself in the current state of open data in national 

libraries. Specific issues include: many National Library data platforms lack easy to 

manipulate datasets, but are instead comprised of a variety technical file formats; data 



downloads are spread across a plethora of linked and un-linked data platforms, and are 

difficult to locate and get a sense of what is and is not available; while providing a single 

access point, APIs require knowledge of programming or knowledge of how to 

manipulate and clean data; documentation for APIs and downloads vary, as done the 

number of examples for users, from decent to bare bones. The result may be that many 

researchers are put off from even trying.  

 

There are emerging exceptions, as seen in the open data platforms that have recent 

appeared in some libraries. The National Library of Scotland’s Data Foundry, and the 

National Library of Luxembourg’s Open Data platform are two examples of an approach 

which looks more closely about both how and why. Coincidently or not, one is a member 

of CAD, and the other is a GLAM Labs member. However, while both do present a more 

friendly and clear interface, they are fundamentally portals of data access, rather than 

understanding. Having the platform provides the crucial foundations, but the building on 

the top of these foundations can be assisted by labs, or by adopting the features that labs 

have shown themselves to be strong in: engagement, creativity, and understanding.  

 

National Libraries are the ideal institutions to host such combined initiatives. Practically, 

these institutions have access to the raw data, either through their own large collections, or 

centre points for aggregate portals, and they have the size and infrastructure needed, both 

financially and in terms of personnel. Labs can either build the tools for researchers, or 

they can at least present models which researchers can use to build out their own tools. If 

the tools and models are retained, they can be used for future projects and for future users. 

 

The need to change focus has been noted in the past: “open data need to be rethought as a 

service process …. considering the needs and expectation of end-users” (Kitchin, 2014, 

p.52). This need is especially true for cultural heritage institutions. Open data should not 

be considered as a second- rate resource, made available by institutions in a technical 

sense, but in reality in a way which requires the users to do most of the work. Rather, open 

data should be a service, part of the many services that cultural heritage institutions, and 



national libraries in particular, provide. It is a service which labs and open data platforms 

can provide together, and in doing so represent the best parts of cultural heritage: a mix of 

technology and people, working with the remnants of the past for the benefit of the 

present, and always with an eye towards the future. 
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