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Abstract
Document classification (DC) is the task of assigning the pre-defined la-
bels to unseen documents by utilizing the model trained on the available
labeled documents. DC has recently attracted much attention in the med-
ical field because many issues can be formulated as classification prob-
lems. For example, categorizing clinical risk factors, automatic disease
classification, and electronic health records classification are some appli-
cations of text classification. DC is critical for medical document manage-
ment and analysis. Medical DC can assist doctors in decision making and
correct decisions can reduce medical expenses. Medical documents have
special attributes that distinguish them from other texts and make them
difficult to analyze. For example, many acronyms and abbreviations, and
short expressions make it more challenging to extract knowledge. The cur-
rent classification performance on medical documents is not satisfactory.
Furthermore, the source of data is not sufficient due to patients’ privacy.
This thesis aims to enhance the input feature sets of the medical DC meth-
ods to improve their classification performance. Additionally, it develops
new data augmentation methods to deal with the shortage of data. To
approach these goals, this work has developed new feature manipulation
methods (such as future extraction, feature selection, and feature construc-
tion) in supervised learning systems to extract new meaningful feature
sets. Moreover, it develops ontology and dictionary-based data augmen-
tation approaches to create new synthetic documents. This thesis utilizes
Evolutionary Computation (EC) techniques such as Particle Swarm Opti-
misation (PSO) and other deep learning methods such as Convolutional
Neural Network (CNN), Recurrent Neural Network (RNN), Hierarchical
Attention Network (HAN) to achieve its objectives.



The main goal of this thesis is to develop new feature engineering
approaches to medical document classification by using domain-specific
knowledge of the problem which automatically extracts prominent fea-
tures, constructing new high-level features, selects informative features,
and augments new synthetic documents from the original documents. These
methods can improve medical document classification performance by en-
riching the quality of the input data.

This thesis develops three feature engineering approaches including
domain-specific feature extraction, two-stage and three-stage PSO-based
methods to automatically extract, construct, and select new high-level fea-
tures for classification. The results demonstrate that two-stage and three-
stage approaches outperformed the compared related works.

This thesis proposes two novel ontology-based data augmentation ap-
proaches to make new synthetic documents from the original training
data sets for medical document classification. These approaches can make
new synthetic documents from the original documents by employing a
domain-specific ontology and a general dictionary to double/triple the
size of the training data set and improve the performance of medical doc-
ument classification. The results show that these approaches successfully
improved medical document classification performance.

This thesis develops two dictionary-based data oversampling approaches
to make new synthetic documents from the original training data sets for
medical document classification problems. The proposed approach can
make new synthetic documents with high variety compared to similar
methods. The proposed approaches make an imbalanced data set bal-
anced and improve the classification performance too. The results show
better classification performance.
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Chapter 1

Introduction

1.1 Problem Statement

In recent years, much information is produced in digital form. Over 80% of
the created information appears in text [90] such as newspapers, articles,
and magazines, and around 90% of the generated text is unstructured [99].
Doctors have also generated many clinical texts to record the disease and
symptoms of patients. Based on a report by the World Health Organiza-
tion report [126], 56.9 million people died in 2016 and 54% of this number
is due to ten different kinds of diseases such as Ischaemic Heart Disease,
Stroke, Lower Respiratory Infections, Diabetes Mellitus and etc. There
are many documents in the medical domain, but only a small number of
those are available due to the privacy issues. Studying about these dis-
eases (such as Coronary Artery Disease (CAD), Asthma, Clinical trials) us-
ing these documents is crucial. Hence, medical documents are a good re-
source to extract information related to a patient health condition to use in
decision making and treatment. Furthermore, artificial Intelligence-driven
decision making can assist doctors on medical text classification [146].

Clinical notes are one of the rich sources of data which should be ana-
lyzed to detect and extract useful information such as events (e.g. disease
names and symptoms) and temporal times (e.g. date, time, duration, and
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2 CHAPTER 1. INTRODUCTION

frequency). Comprehension of clinical timeline from patient’s discharge
note is necessary in deciding about a patient’s problem [160]. The correct
diagnosis can lead to the right treatment to solve the patient’s issue and
decrease the treatment costs. However, analyzing medical text is one of
the challenging tasks from natural language processing aspect. Because
these notes contain many acronyms, abbreviations, short expressions, and
medical phrases which make it more complex to analyze in comparison
with other texts. Text mining is a technology has been used to overcome
the text analyzing difficulties.

Text mining is one of the important research areas in data mining which
analyzes various unstructured and semi-structured texts to pull out useful
information and knowledge. Text mining is closely related to natural lan-
guage processing and has many practical application areas such as infor-
mation retrieval (IR), document clustering, web mining, information ex-
traction (IE), document classification [117], document summarization and
semantic analysis.

Document classification is one of the broadly investigated natural lan-
guage processing tasks. The goal of document classification is to learn
a model from available training data set with predefined classes to pre-
dict the classes of unseen data. For instance, filtering spam emails, label-
ing client queries and tagging patient reports are a number of the docu-
ment classification applications. There is a pipeline in text mining to clas-
sify the unlabeled documents which includes preprocessing, representing
text, weighting features, selecting features, training, testing and evaluat-
ing. Since the data in text classification appears as the raw data such as
medical discharge notes, hence, extracting meaningful information to use
as the features in document classification is a substantial function.

Information extraction (IE) task targets to extract structured informa-
tion from the unstructured and semi-structured texts. The process in-
volves transforming an unstructured text or a collection of texts into struc-
tured data that can be used in a database. As our society became more data
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oriented, many different communities of researchers bring in techniques
from machine learning, databases, information retrieval, and computa-
tional linguistics for various aspects of the information extraction problem
in different fields such as the medical domain. Most of the existing meth-
ods are extracting all of the features in IE step which can be irrelevant.
In medical document classification, there are thousands of features and
often there are redundant and irrelevant features which can make noise
in the training step to create a model. Consequently, the obtained model
may have poor classification accuracy. Some other works are using the
rule-based methods [167, 155, 192] to filter unnecessary information, how-
ever, these methods need expert people to define rules for each problem
separately which can be costly, and the defined methods are not usable to
another problem [133]. Feature selection can improve the performance of
classification by selecting meaningful features and at the same time reduc-
ing the number of noisy features.

Evolutionary Computation (EC) has been used broadly in feature se-
lection in classification problems. Evolutionary Computation [49] is a re-
search area of Artificial Intelligence (AI) which is inspired from biological
world and includes stochastic population-based search approaches, that
mimics animals behaviour and evolution. Particle Swarm Optimisation
(PSO) [85] is a robust EC algorithm that has been used to solve an exten-
sive variety of NP-hard issues effectively, due to their capacity to discover
good solutions in a reasonable time. The experimental results of apply-
ing EC algorithms on the classification problem has shown promising fu-
ture [157, 186]. PSO has been widely utilized to feature selection [92] and
feature construction [53], respectively. Although these methods have been
applied to many issues, little work has been done in feature manipulation
in the text classification domain, especially in the medical area.

This thesis will use a domain-specific knowledge of the problem for ex-
tracting and constructing meaningful features, and developing methods
for feature selection in medical document classification problems. Fur-
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thermore, two different approaches will be introduced to augment new
documents by using a domain-specific ontology and general dictionary to
deal with shortage of data in the medical field.

1.2 Motivations

Ambiguity is one of the leading challenges in analyzing text because of
the complexity of natural language itself. Furthermore, Clinical texts, in
contrast to edited published articles, are often not grammatically correct,
may use locally used abbreviations and have misspellings [66]. This poses
huge challenges for transferring tools that have been developed for gen-
eral text analysis in the literature to the clinical context. Even well-formed
medical texts have different characteristics from general domain texts, and
require tailored solutions.

Another main challenge in document classification problems is classi-
fying the documents with a high accuracy. Normally, texts are the raw
data which need preprocessing to use in the training step of the classifi-
cation task. However, the space of the extracted features in the prepro-
cessing step can be large and doing text classification with a huge number
of features can decrease the performance. Furthermore, the features can
contain noisy and irrelevant data that can have a negative effect on the
performance of categorization [60]. A large number of unknown words,
non-words and poor grammatical sentences made up the noise in the clin-
ical corpus. Unknown words are usually complex medical vocabularies,
misspellings, acronyms and abbreviations where unknown non-words are
generally the clinical patterns including scores and measures. These kinds
of noise are very common and potentially affect the overall information
extraction performance but they were not carefully investigated in most
presented health informatics systems. Hence, feature selection is needed
to overcome the mentioned issues.

One of the important preprocessing tasks in document classification is
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Figure 1.1: A vector matrix to represent documents.

to represent documents which reduces the complexity of the input doc-
uments and makes them simpler to be used in the next steps of prepro-
cessing. In this step, all of the documents should be transformed from
the text to a vector. Bag of Words (BoW) representation model is a com-
mon method to represent documents as weights of words. To address the
input complexity, feature weighting approaches are used to allocate suit-
able weights to the feature. An example in Fig. 1.1 shows a vector matrix
in which rows show the documents and the columns indicate the terms
which are the extracted features from the documents. For example, Wnm

demonstrates the weight of the feature m in the document n. Normally, not
every word presents in every document. Hence, there are different ways
such as Boolean weighting, word frequency weighting, term frequency
and inverse document frequency (tf-idf), and entropy model to determine
the weight of features. However, the main disadvantage of these models
is that the output of them is a huge sparse matrix, which leads to high
dimensionality problems.

Feature selection and feature construction [11] is a NP-hard problem.
By supposing X = {X1, . . . , Xn} as a feature set with size n, the set con-
tains 2n possible feature subsets which is a huge number to analyze. It
can get worse by increasing the number of features, too. Feature selec-
tion is a task to choose a minimal subset of the original features that are
meaningful and related to the classification problem. Moreover, it can de-
crease the dimension of features significantly. Feature selection methods
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can be divided into three groups with respect to the applied feature evalu-
ation method: filter methods (Chi-square test, Euclidean distance, Correla-
tion criteria, Information Gain, Mutual Information, Correlation based fea-
ture selection (CFS)), wrapper methods (Sequential Selection Algorithms,
Heuristic Search Algorithms) and embedded [165, 99]. These methods are
different in evaluating the features. Filter methods assess feature subsets
apart from classification approaches. They are fast in computation, but
they do not consider dependency between features. In contrast, wrap-
per methods utilize classification approaches to evaluate feature subsets.
They consider dependencies between features, however, they are slow in
computation. As an alternative, embedded methods incorporate feature
selection tasks into the training step of categorizer. They are faster than
wrapper approaches, but they make actions which depend on the classi-
fier and this may not act with other classifiers [65]. These feature selection
methods have been used broadly to document classification problems, but
there is very limited research in the medical text classification field.

Another key challenge in medical document classification problems is
to create synthetic documents that can be used beside the original docu-
ments to deal with lack of medical notes. This is particularly important
to train data-hungary models such as Convolutional Neural Networks
(CNN), Recurrent Neural Networks (RNN) and Hierarchical Attention
Networks (HAN). However, it is not easy to achieve this goal. There
are a variety of methods applied for classification problems. The intro-
duced approaches focused on the different aspects of classification such as
character-level [198], sentence-level [76] and document-level [100]. These
models have high flexibility in modeling the complex relationships and
show good performance. Convolutional Neural Networks (CNN) is a
deep learning model which is used broadly in image classification tasks,
but in text classification the situation is a little different. The location of
words in the sentence is very important and pooling and convolution op-
erations can not keep the order of words [26]. It is really hard to fit en-
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tity extraction and POS tagging applications into the classic Convolutional
Neural Networks (CNN) architecture [22]. On the other hand, Recurrent
Neural Networks (RNN) by utilizing long short term memory (LSTM) are
able to remember the order of words and this ability makes them an appro-
priate candidate for text analysis. Hierarchical Attention Network (HAN)
[56] is another useful method for classifying medical documents by ana-
lyzing discharge notes in word level and sentence level. However, all of
the mentioned methods are data-hungry models and need to be fed with
more data in the training step. It is very important in the medical field to
construct meaningful synthetic medical documents.

1.2.1 Challenges of Medical Document Classification

• Clinical text is complicated because often these kinds of documents
are unstructured, short and noisy. Moreover, high dimensionality,
sparseness, nonlinear relationships among data elements, and com-
plicated dependencies between variables are other challenges of med-
ical documents [188]. These documents appear in different styles
with many technical terms which need domain knowledge to help.

• Many existing acronyms and abbreviations, and short expressions in
medical notes make it more challenging to extract meaningful infor-
mation.

• Classification accuracy is not satisfactory because of the complexity
of medical texts such as grammatical mistakes, locally used abbrevi-
ations, and misspellings.

• Because of privacy issues, there is limited available data in the med-
ical area and collecting discharge notes from patients by hospitals
and other health centers takes a long time.

• In practical settings, real life patient cases are unavailable to feed
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data-hungry models (a rare disease is an example where there are
not enough cases for training).

• Most of the developed methods are rule-based and need expert peo-
ple to set rules for each specific task. It limits the suggested approach
to a specific task and it is not appliable to other tasks and it needs to
reset new rules for a new task.

• Most of the available data augmentation approaches are developed
for general text rather than domain-specific text such as medical doc-
uments.

1.3 Research Goals

The overall goal of this thesis is to achieve higher accuracy solutions by
using domain-specific knowledge of the problem for extracting and con-
structing meaningful features, and developing technologies for feature se-
lection and data augmentation in medical document classification prob-
lems. The particular research objectives of this work can be organized as
follows.

1. Improving the accuracy of medical document classification by in-
creasing the quality of input features

Information extraction (IE) aims to extract structured information
from the unstructured and semi-structured texts [159]. Fig. 1.2 shows
the ontology of the areas related to IE. From Fig. 1.2, it is clear that
information extraction and document classification tasks are differ-
ent branches of the text mining field. IE task is targeted to extract
existing entities and relations between the extracted entities. On the
other hand, the document classification task assigns the available la-
bels to the unseen documents by using the created model from the
labeled documents. Many works have been done in these two tasks
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Figure 1.2: A decision tree for finding the right mining practice area [117].

separately, however, to the best of our knowledge, there is not much
work that attempts to combine these tasks together. Our goal is to
increase the classification accuracy by utilizing the extracted entities
and relations from information extraction tasks as input features for
document classification. As clinical texts are complex for analyzing,
our expectation is that information extraction can extract meaningful
features which can be used as input in document classification and
this can lead to higher accuracy.

(a) Enriching input data by using domain knowledge

The Unified Medical Language System (UMLS) [1] was intro-
duced by the US National Library of Medicine (NLM) for mod-
eling the language of health and biomedicine. UMLS is a source
of knowledge which improves the performance of information
systems in the biomedical area. It provides three main resources:
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the Metathesaurus, the Semantic Network and the SPECIAL-
IST Lexicon. The largest component of UMLS is the Metathe-
saurus. It provides services such as finding biomedical concepts
of phrases and relationships between concepts (e.g. SNOMED-
CT, Mesh, etc.).

Our goal is to introduce a method that applies ontology by re-
ferring to Unified Medical Language System (UMLS) for en-
tity recognition and then aggregates frequent entities to create
features to improve classification accuracy. Most of the exist-
ing works are considering all of the information which some of
them can be redundant. The main difference of the proposed
method with previous works is that we are focused on the ex-
tracted information that is useful for the classification problem
domain rather than considering all of the extracted information.

(b) Utilizing EC-based feature selection method for improving clas-
sification accuracy in medical domain

In medical document classification, there are thousands of fea-
tures and often there are redundant and irrelevant features which
can make noise in the training step to create a model. Conse-
quently, the obtained model may have poor classification accu-
racy. This issue can be addressed by utilizing feature engineer-
ing approaches to improve the quality of features by removing
irrelevant and noisy features. For instance, feature selection can
reduce the dimensionality of the features by choosing a subset
of relevant features. The objective is utilizing EC-based feature
manipulation to enhance the quality of input features which is
expected to improve the classification accuracy for the medical
domain.

(c) Constructing new high level features by using domain knowl-
edge in order to increase the quality of input features

In text classification, different terms of documents are consid-
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ered as candidate features for training the model. These terms
can be phrases such as ”shortness of breath” which consists of
three words. This level of feature is better than stand alone
words as features. However, considering this level of features
can increase features dimension extremely. Hence, we propose
a method which applies ontology by referring to Unified Med-
ical Language System (UMLS) for entity recognition, and then
aggregates frequent entities to construct new levels of features
to improve classification accuracy.

2. Developing ontology-based data augmentation methods for improv-
ing classification accuracy in medical domain

One of the important factors which have an effect on the classifica-
tion accuracy is the size of the data set for training the model. Gen-
erally, there is a lack of adequate data in the medical area. When the
training data set is not big enough, the trained classification model
does not had sufficient instances to learn. Hence, the prediction of
the classifier will not be satisfactory. This issue can be worse when
the data set does not have enough text inside of the documents such
as a data set with only document abstracts. One possible solution to
address the issue is to augment data for training the model. Most
of the existing methods are developed for general text which it is
possible to ignore some important domain-specific information. The
available biomedical methods show good performance if the labels
are not more sensitive to the order of words [79]. Hence, it is nec-
essary to develop a domain-specific data augmentation method for
biomedical document classification tasks.

(a) Developing an ontology-guided data augmentation method to
improve medical document classification accuracy

Data augmentation is a methodology that empowers experts to
build the assorted variety of data accessible for training mod-
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els, without really gathering new data. Data augmentation has
many applications in image classification, sound and speech
classification. But there is not much work for text. It is not
appropriate to augment the text by utilizing signal transforma-
tions as commonly used in image or speech classification. Be-
cause the order of words in text is important and may have se-
mantic meaning, hence, the best approach for doing data aug-
mentation is to paraphrase the sentences in the documents by
human. But this is very expensive. A common method is to use
normal dictionaries for augmentation but some domain specific
terms or acronyms do not have synonyms in normal dictionar-
ies. This issue can be addressed by using a domain-specific on-
tology to augment new medical documents by targeting con-
cepts of words and expressions in the documents. This method
will replace all of the words and phrases with their scientific
names if they belong to a concept in the medical field.

(b) Developing a combined ontology and dictionary-based approach
to improve medical document classification accuracy

As there are general vocabulary and acronyms in medical dis-
charge notes, using only ontology-based methods may not be
enough to augment medical notes with high variety. Hence, a
combined data augmentation approach will be developed which
combines an ontology-based method by targeting concepts of
words and expressions in the documents to replace all of the
words and phrases with their scientific names if they belong
to a concept in medical field, and a synonym-based method
by replacing all of the words and phrases with their highest
similarity synonym. As this approach considers words and ex-
pressions’ scientific names and synonyms, it will construct new
words and phrases in documents by increasing the variety of
the produced documents. It is expected that the new produced
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documents with new features in them will improve the classifi-
cation performance on the applied medical tasks.

3. Developing dictionary-based data augmentation methods for bal-
ancing data set and improving classification accuracy in medical do-
main

Clinical discharge note classification is different from the generally
document classification in terms of text vocabulary and date size.
Normally due to privacy reasons, it takes a long time to collect a set
of documents for a special disease. Furthermore, this type of data
which are collected from real patients, often appear as imbalanced
data where the patients with a particular disease are often the minor-
ity. As a result, the shortage of data and being extremely imbalanced
are two common issues in medical discharge notes. In cases where
the classifier is a data-hungry model and needs to be fed with a large
amount of data, this kind of data will not be enough. Consequently,
this can make the learning difficult for the candidate classifier [96].
In these scenarios, the learned model will be biased to the majority
class. Hence, more investigation is needed to address this issue.

(a) Developing a dictionary-based oversampling approach to clini-
cal document classification on small and imbalanced data set

Synonym based data augmentation can provide new documents
while preserving the overall meaning of the original documents.
We want to select better synonyms based on similarity. How-
ever, if a simple similarity function is used as the heuristic, the
same synonym is often selected, and this reduces the variety
when we need to generate multiple documents from the same
original document. Medical documents can be severely imbal-
anced, hence, we do need to create multiple new documents to
make the data set balanced. So the variety of the documents
is important. If we create very similar new documents based
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on the same original document, this can lead to overfitting in
training the candidate classifier. Thus, an automatic dictionary-
based method is introduced for oversampling the minority class
documents by selecting more suitable synonyms and simulta-
neously increasing the diversity of the new produced documents.

(b) Developing an incremental dictionary-based oversampling ap-
proach to clinical document classification on small and imbal-
anced data set

Medical discharge notes are collected from real patients and
they are imbalanced. Moreover, these data sets are not enough
for data-hungry models (specially in rare disease cases). Both of
these issues can lead to poor classification performance. Hence,
the proposed dictionary-based data augmentation method is
applied to all classes instead of just the minority class. The ap-
proach will balance the data set and increase the size of docu-
ments in all of the classes. It is expected the proposed approach
will help the model in the training step to avoid biasing on the
majority class and improve the classification performance.

1.4 Main Contributions

This section provides the following major contributions of this thesis.

1. This thesis presents a medical document classification approach to
explore feature manipulation by using domain-specific knowledge.
Three different approaches including feature extraction, feature con-
struction and feature selection are proposed. Experimental results
show that the accuracy of all of the classifiers in the test data set
are increased significantly after applying the proposed methods. Us-
ing domain-specific ontology helps to detect meaningful words and
phrases in documents and use them as features in training the can-
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didate classifiers to get better classification performance. In the fea-
ture extraction approach, a medical-specific dictionary is used to ex-
tract the meaningful phrases by considering disease or symptom
concepts. Using the extracted domain-specific features in training
the candidate classifiers improved the classification performance. This
thesis also proposes two multi-stage PSO approaches (two wrapper
approaches) where prominent features are extracted in the first stage
and informative features are selected by PSO in the second stage. In
another method, in the first stage, important features are detected
and in the second stage new high level features are constructed from
the detected features. Finally, redundant features are filtered by PSO
in the third stage. Experiment results of the wrapper approaches
outperform the baseline machine learning approaches.

Parts of this contribution have been published in:

Mahdi Abdollahi, Xiaoying Gao, Yi Mei, Shameek Ghosh, and Jinyan
Li. ”Uncovering discriminative knowledge-guided medical concepts
for classifying coronary artery disease notes.” In Australasian Joint
Conference on Artificial Intelligence, pp. 104-110. Springer, Cham,
2018.

Mahdi Abdollahi, Xiaoying Gao, Yi Mei, Shameek Ghosh, and Jinyan
Li. ”An ontology-based two-stage approach to medical text classi-
fication with feature selection by particle swarm optimisation.” In
2019 IEEE Congress on Evolutionary Computation (CEC), pp. 119-
126. IEEE, 2019.

Mahdi Abdollahi, Xiaoying Gao, Yi Mei, Shameek Ghosh, and Jinyan
Li. ”Stratifying risk of coronary artery disease using discriminative
knowledge-guided medical concept pairings from clinical notes.” In
Pacific Rim International Conference on Artificial Intelligence, pp.
457-473. Springer, Cham, 2019.

2. This thesis presents how data augmentation can improve medical
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document classification performance. This contribution suggests two
data augmentation methods for oversampling on all of the classes to
make the size of the data set bigger. The first method uses a domain-
specific ontology to target concepts of words and expressions and re-
place them with their scientific names in documents. This approach
doubles the size of the training data set. The second approach pro-
poses a combined data augmentation method for oversampling on
all of the training documents. In this approach a general dictionary
is used beside a domain-specific ontology to construct new instances
for the training data set. As this approach uses two ways to create
new instances, it triples the size of the training data set. The obtained
experimental results show applicability of the suggested approaches
on real-world data sets. In comparison with existing methods, the
proposed approaches achieved better classification performance in
some of the tasks.

Parts of this contribution have been published in:

Mahdi Abdollahi, Xiaoying Gao, Yi Mei, Shameek Ghosh, and Jinyan
Li. ”Ontology-Guided Data Augmentation for Medical Document
Classification.” In International Conference on Artificial Intelligence
in Medicine, pp. 78-88. Springer, Cham, 2020.

Mahdi Abdollahi, Xiaoying Gao, Yi Mei, Shameek Ghosh, Jinyan Li
and Michael Narag. ”Substituting clinical features using synthetic
medical phrases: Medical text data augmentation techniques.” Sub-
mitted to: Artificial Intelligence in Medicine (AIIM) Journal. pp. 1-
14, Elsevier, 2021.

3. This thesis presents how oversampling can improve medical doc-
ument classification performance. This contribution suggests two
data augmentation methods for oversampling on the minority classes
to make the imbalanced data set to be balanced. The first method
uses a general dictionary to target synonyms of words and expres-
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sions to replace with them in documents. The suggested approach
can easily create new documents with high variety by using the ex-
tracted synonyms from the WordNet dictionary with awareness of
synonyms’ similarities with the original word. The second approach
proposes an incremental data augmentation method for oversam-
pling on the all of the training data set to make imbalanced data set
to be balanced and at the same time increase the size of the data set.
In this approach the same policy is used to generate new instances.
In this approach we investigate how it works if we increase the size
of all of documents in all of the classes. This approach is augment-
ing all of the classes by increasing their size equal to the double size
of the large class. The suggested methods improve the performance
in F1-measure by utilizing WordNet dictionary and three different
English word embedding pre-trained models. The results show that
the proposed approaches achieved better classification performance
in some of the tasks in comparison with existing methods.

Parts of this contribution have been published in:

Mahdi Abdollahi, Xiaoying Gao, Yi Mei, Shameek Ghosh, and Jinyan
Li. ”A Dictionary-based Oversampling Approach to Clinical Docu-
ment Classification on Small and Imbalanced Dataset.” In: The 2020
IEEE/WIC/ACM International Joint Conference on Web Intelligence
and Intelligent Agent Technology. WI-IAT’20. pp. 1-8, IEEE, 2020.

1.5 Organization of the thesis

The remainder of this thesis is organized as follows: Chapter 2 provides
some fundamental background concepts and performs a literature review
covering a range of works in this field. Chapters 3-5 present and discuss
this thesis’s contributions. Figure 1.3 shows the overall structure of Chap-
ter 3-5 on the contributions of the thesis. Finally, the conclusion of the
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thesis is presented in chapter 6.

Discriminative features
+

High-dimensionality
Shortage of data Imbalanced data

Chapter 3:

Feature Manipulation

Chapter 4:

Ontology-guided data
augmentation

Chapter 5:

Dicionary-based data
augmentation

Challenges     

Improving medical
document classification

Contributions    

Figure 1.3: The overall structure of the contributions

Chapter 2 provides fundamental concepts and related background of
medical document classification, machine learning, evolutionary compu-
tation and Particle Swarm Optimisation (PSO), feature manipulation (in-
cluding feature extraction, feature selection and feature construction), data
augmentation. Then, it presents an overview of the related works for med-
ical document classification.

Chapter 3 presents three feature manipulation approaches including
a ontology-based feature extraction, PSO-based feature selection and a
discriminative knowledge-guided medical concept pairings from clinical
notes for feature construction. This contribution targets concepts of the ap-
peared words and expressions in documents by focusing on two specific
concepts (diseases and symptoms) to extract features and construct new
features. Finally, PSO is applied to reduce the dimensionality of features’
space by eliminating redundant features.

Chapter 4 describes two data augmentation approaches to deal with
shortage of data in medical field. The first approach is using an ontology-
guided method to construct meaningful documents for training data set.
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The second approach is combining two different methods to increase the
size of all of the classes in training data set.

Chapter 5 proposes two oversampling approaches to make an imbal-
anced data to be balanced. In the first approach a synonym-based method
which is using a WordNet dictionary to replace words with their best
fit synonyms by measuring the similarity of synonyms with the origi-
nal words.The second approach is an incremental method to increase the
training set documents as much as necessary.

Chapter 6 summarises the thesis and draws the overall conclusions of
the thesis. It provides main contributions and key research points of each
chapter of the thesis. It then suggests some possible future research direc-
tions.
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Chapter 2

Literature Review

This chapter introduces the basic concepts of using machine learning tech-
niques, feature engineering methods, evolutionary computation, and re-
lated work on medical document classification. A brief overview of ma-
chine learning and its different approaches is described, followed by a re-
view of Evolutionary Computation (EC) techniques such as Particle Swarm
Optimization. Then, a number of steps involved in medical document
classification and different kinds of features used in existing work are also
described. Moreover, a description of Information Extraction (IE), docu-
ment classification, feature manipulation, and data augmentation are pro-
vided. This chapter discusses recently proposed ideas in document classi-
fication headlining their advantages and limitations for the related work.

2.1 Background

2.1.1 Machine Learning

Machine learning is a broad research field that explores the study and
construction of algorithms that can learn from and make predictions on
data [115]. It is a sub-field of computer science, evolved from the study of
pattern recognition and computational learning theory in artificial intelli-

21
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gence [115]. The key factors of machine learning are representation and
generalization [147]. While the former is concerned with the representa-
tion of data and various functions evaluated over this data, the latter rep-
resents the ability of the system or the model to handle unseen data based
on the knowledge gained from the seen examples. Generally, algorithms
of machine learning can be divided into the five following groups [10]: su-
pervised learning; semi-supervised learning; unsupervised learning; rein-
forcement learning; and (5) transfer learning.

• Supervised Learning: A supervised learning algorithm aims to de-
fine a generalized function capable of predicting an output for un-
seen data relying on the information of the previously seen data.
Classification and regression represent the most well-known exam-
ple applications of supervised learning [118, 93]. In the case of classi-
fication, the system takes the available list of features or description
of the inputs (training instances) and predicts the class label for each
of them. The desired (known) outputs are used to guide the system
during the training phase. Typical methods of this approach include
Artificial Neural Networks (ANNs) [91], Decision Trees [156], and
Naive Bayes (NB) [82].

• Unsupervised Learning: For unsupervised learning, the labels of the
data set instances are not available. The model is trained by explor-
ing the data to detect hidden patterns and structures [59]. Unsuper-
vised machine learning is suitable when it is difficult to annotate the
data or agree on what the right labels should be. It is usually used to
detect groups of instances that are similar or relevant in some man-
ner. Clustering and association rule learning are common tasks of
unsupervised learning.

• Semi-supervised Machine Learning: The semi-supervised learning
methods combine the schemes of both supervised and unsupervised
learning methods, in which unlabelled data along with labeled data
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are used to train a model. Generally, the number of labeled instances
is smaller than the number of unlabelled instances. A typical exam-
ple of semi-supervised learning methods is a transductive support
vector machine (TSVM) [74, 105].

2.1.2 Classification Methods

The past decades witnessed a significant development of machine learn-
ing algorithms including classification algorithms. Many classifiers have
been proposed. The rest of the thesis presents some commonly used classi-
fiers including k-Nearest Neighbour (KNN), Decision Tree (DT), Support
Vector Machines (SVM), Naive Bayes (NB), and Neural Networks.

• K-Nearest Neighbors (K-NN): k-Nearest Neighbour (KNN) [39, 81,
110] is a type of instance-based learning which does not perform any
explicit induction or learning process. It compares new instances
with instances seen in the training set. In KNN for classification,
all the distances from the test instance to each instance of the train-
ing set are calculated to determine k nearest neighbours, where k

is a positive and user predefined number. Then, the test instance
is classified by a majority vote among these k nearest neighbours.
Different proximity measures can be used to calculate the distance
between instances such as Euclidean distance for continuous values
and Hamming distance for discrete values. KNN is simple but works
well in practice. It is also a nonparametric classifier which means
no assumption about the probability distribution of the underlying
data is needed. However, it is time and memory-consuming due
to the need for distance calculation from the query instance to all
training instances. Furthermore, because the classification decisions
are made locally, it is quite susceptible to noise especially when k

is small. Appropriate proximity measures and preprocessing steps
have to be chosen for KNN to produce good predictions.



24 CHAPTER 2. LITERATURE REVIEW

• Decision tree: Decision tree (DT) is another nonparametric classifier
that is used for nominal, numeric, or mixture data [118]. A classifier
in this method is presented as a tree in which each inner node is a
decision stump or a split point and each leaf node is a class label. A
query instance will traverse through the tree by testing its input val-
ues against the decision stumps and finally reaches its class label. To
build a DT, a learning algorithm carries out a heuristic-based search
using information gain as a criterion to choose the best split feature
for each node. The best feature is the one that can split instances into
separate groups that are as high homogeneous as possible. Different
impurity measures were used to implement different DT algorithms
such as C4.5 with information gain, CART with Ghini index, and
CHAID with Chi-squared test [63, 44]. DT learning is computation-
ally inexpensive and robust to noise. Moreover, the learned classifier
can be translated into comprehensible rules. However, since only
one feature is tested in a node, DT does not perform well for cases
where boundaries between classes are not parallel with coordinate
axes [103]. These cases usually happen in problems that have two-
way or multi-way relationships among features.

• Support Vector Machine (SVM): Support vector machine (SVM) is
a classification technique for continuous data that is rooted in sta-
tistical learning theory. SVM learns to find optimal hyperplanes in
a higher-dimensional space, which have maximal margins to their
nearest instances of different classes [68]. The original SVM method
can only work with binary problems. Different versions of SVM have
been proposed for multi-class problems such as SVM one versus one,
one versus rest methods [98]. SVM has shown promising empirical
results in many practical applications. However, users must provide
the type of kernel function to use. Another drawback of SVM is its
high computation time especially when the number of dimensions is
high.
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• Bayesian: A Bayesian classifier is an approach for modelling prob-
abilistic relationships between the feature set and the class variable.
Naive Bayes (NB) classifier is a simple implementation of a Bayesian
classifier where class-conditional probability is estimated by assum-
ing that features or attributes are conditionally independent given
the class label [118]. Although NB has been shown to be competitive
with DT [158], it is not feasible to real-world problems where feature
conditionally independent assumption can not be held.

• Neural Network: A neural network classifier is a network of units,
where the input units usually represent terms, the output unit(s) rep-
resents the category. For classifying a test document, its term weights
are assigned to the input units; the activation of these units is prop-
agated forward through the network, and the value that the output
unit(s) takes up as a consequence determines the categorization de-
cision. Some of the researchers use the single-layer perceptron, due
to its simplicity of implementing [40]. The multi-layer perceptron
which is more sophisticated is also widely implemented for classifi-
cation tasks [139]. Models using back-propagation neural network
(BPNN) and modified back-propagation neural network (MBPNN)
are proposed in [104] for documents classification. An efficient fea-
ture selection method [123] is used to reduce the dimensionality as
well as improve the performance. Trappey and et. al. are developed
a document classification and search methodology based on neural
network technology [164], which is helpful for companies to man-
age patent documents more effectively. New Neural network-based
document classification methods are utilized in [56] such as Convo-
lutional Neural Network (CNN), Recurrent Neural Network (RNN),
and Hierarchical Attention Network (HAN). They developed these
networks to classify medical discharge notes by targeting classifica-
tion performance.
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2.1.3 Evolutionary Computation

Evolutionary computation (EC), inspired by the theory of natural selection
and genetic inheritance, is a sub-field of artificial intelligence and refers
to the family of algorithms for global optimization inspired by biologi-
cal evolution [161]. They are a family of population-based trial and error
problem solvers with a stochastic optimization character [115]. The in-
creasingly active field of EC provides valuable tools, for problem-solving,
machine learning, and optimization [28]. In particular, industrially rele-
vant fields, such as signal and image processing, computer vision, pattern
recognition, industrial control, scheduling and timetabling, telecommuni-
cation, and aerospace engineering, are using EC techniques to solve com-
plex problems [28]. Under the EC umbrella, there are evolutionary algo-
rithms (EAs), swarm intelligence (SI) algorithms, and other optimization
techniques.

Evolutionary Algorithms (EAs) [127] is a sub-field of EC, which are
population-based optimisation algorithms. EAs are based on mechanisms
inspired by biological evolution including genetic operators like selection,
reproduction, mutation, and crossover. In EAs, each candidate solution is
represented as an individual in the population. The fitness or evaluation
measure determines the goodness of each individual. The evolution of
the population then takes place after the repeated application of the men-
tioned genetic operators. Examples of EAs include genetic algorithms, ge-
netic programming, evolution strategy, and evolutionary programming.

Another area of EC is Swarm Intelligence (SI) algorithms which are
inspired by the collective intelligence of social insects. A swarm is defined
as a population of interacting individuals that is capable of optimizing
global objectives through collaborative search. Here, intelligence lies in
the networks of interactions among individuals, between individuals, and
the environment [83]. There is a general stochastic tendency in a swarm
for individuals to move towards a center of mass in the population, which
results in convergence on an optimal solution [83]. The most common
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optimization techniques in SI are Particle Swarm Optimisation (PSO) [46,
163] and Ant Colony Optimisation (ACO) [37, 119].

EC approaches are very powerful methods in solving optimization prob-
lems. They can deal very well with problems that have a huge search space
such as feature selection and feature construction. Genetic Algorithms
(GA) and Particle Swarm Intelligence Optimisation (PSO) are suitable for
feature selection and Genetic Programming (GP) is appropriate for feature
construction problems. Hence, we will describe GA, PSO, and GP in more
detail.

Genetic Algorithms (GAs)

Genetic algorithms (GAs) provide an approach to learning that is based
on biological evolution [118]. Candidate solutions are often encoded as
bit strings whose interpretation depends on the application. The search
for an appropriate solution begins with a randomly generated population,
or collection, of initial solutions. Members of the current population give
rise to the next generation population by applying operations such as mu-
tation and crossover, which are modelled after processes in biological evo-
lution [118]. At each generation, the solutions in the current population
are evaluated based on a measure of fitness, with the most fit solutions
selected probabilistically as parents for evolving the next generation.

GAs have been explored widely and applied successfully to a variety
of learning and optimization problems [174]. For example, they have been
used to learn collections of rules for robot control [113] and to optimize the
topology and learning parameters for ANNs. They can search spaces of
solutions containing complex interacting parts, where the impact of each
part on the fitness of the overall solution may be difficult to predict [118].
However, GAs tend to be computationally expensive but they can be eas-
ily parallelized taking advantage of powerful computer hardware, hence,
resulting in decreased costs [118].
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Particle Swarm Optimization (PSO)

Particle swarm optimisation (PSO) is a population-based stochastic op-
timization technique inspired by the social behavior of birds flocking or
fish schooling [84]. In PSO, each candidate solution is encoded as a par-
ticle moving in the search space according to a simple mathematical for-
mula to update particles’ position and velocity. Each particle remembers
its local best-known position. Hence this collection of particles known as
swarm searches for the optimal solution by updating the position of each
particle based on the local best-known position of its own and its neigh-
boring particles [84]. PSO is a simple but powerful search technique. It is a
metaheuristic as it makes few or no assumptions about the problem being
optimized and hence, can search very large spaces of candidate solutions.
However, metaheuristics do not guarantee that an optimal solution is al-
ways found [83].

Genetic Programming (GP)

GP is an EC technique that evolves solutions in the form of computer pro-
grams. A GP evolved individual (program) is usually expressed as a syn-
tax tree. This individual is made up of a root node, a number of inter-
nal nodes, and some leaf nodes. The internal nodes consist of functions
that are usually arithmetic operations (e.g. +, × and ÷). The terminal
nodes (leaves) are variables or constants. Similar to other EC algorithms,
a population of individuals are randomly generated in the initialization
step in GP. In order to generate the individuals of the initial population,
Koza [134] specified three different techniques which are growing, full and
ramped-half-and-half. Ingrow method, nodes are randomly selected from
the whole primitive set (i.e., functions and terminals) until a terminal is
selected or a predefined maximum depth is reached. When the prede-
fined maximum depth is reached, only terminals may be chosen. In the
full method, nodes are randomly taken from the function set until the
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predefined maximum depth is reached, and by reaching the maximum
depth, only terminals can be chosen. ramped-half-and-half is a combi-
nation of growing and full which can provide individuals vary in shape
and size [95]. In order to evaluate the goodness of each individual (pro-
gram), an evaluation measure, called the fitness function is used. Since
the performance of the evolved program is assessed by the fitness func-
tion, determining an appropriate fitness function is critical. GP system
considers a selection method to choose individuals to produce a new gen-
eration. In this procedure, better individuals are more likely to be chosen
than inferior individuals [134]. There are different selection methods such
as fitness-proportional selection, truncation selection, and tournament se-
lection [18]. To produce a new population, some genetic operators are
employed to create new individuals (children) from the current individ-
uals (parents). There are three genetic operators: reproduction (elitism),
crossover, and mutation.

2.1.4 Information Extraction

The automatic extraction of information [50] from unstructured sources
has opened up new avenues for querying, organizing, and analyzing data
by drawing upon the clean semantics of structured databases and the abun-
dance of unstructured data. The field of information extraction has its gen-
esis in the natural language processing community where the primary im-
petus came from competitions centered around the recognition of named
entities like people names and organizations from news articles. As soci-
ety became more data-oriented with easy online access to both structured
and unstructured data, new applications of structure extraction came around.
Consequently, there are many different communities of researchers bring-
ing in techniques from machine learning, databases, information retrieval,
and computational linguistics for various aspects of the information ex-
traction problem in a different field such as the medical domain.
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Information extraction (IE) task targets to extract structured informa-
tion from the unstructured and semi-structured documents [159]. IE is a
very challenging task and it is very complex in medical documents be-
cause there is more domain knowledge in the medical documents. Infor-
mation extraction by considering the domain of a candidate problem can
provide relative entities which are meaningful. There are some works that
tackled the problem in different ways. The available approaches are rule-
based methods, dictionary-based methods, and machine learning meth-
ods. However, these approaches have some limitations. The rule-based
methods should be designed by experts in the medical area and a sug-
gested method that is suitable for the specific problem may not have gen-
erality to be used for other problems. One of the issues with the dictionary-
based methods is that they are not complete. Because of the advance-
ment of medical science and new discoveries over time, there are also
new specialized terms and phrases that the dictionaries do not usually
have. Hence, it is often possible to have an entity that is not in the dic-
tionary. The machine learning methods show better performance in com-
parison to the rule-based and dictionary-based methods. Consequently,
the machine learning approaches can be better choices by solving these
mentioned problems. Furthermore, utilizing the latest updated dictio-
nary with machine learning methods as a hybridization method to extract
meaningful entities can be useful.

2.1.5 Feature Manipulation

Feature Weighting

Feature weighting [124] aims to assign a weight to each feature based on
its degree of relevance to the target concept. Feature weighting gives high
weights to the relevant features and low weights to the irrelevant features.
Relief [101] is an example of feature weighting methods that use distance
measures to evaluate the degree of feature relevance.
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Feature Selection

In the literature, there are many definitions for feature selection based on
different criteria, but most of them follow a similar intuition and/or con-
tent [41]. Feature selection is a process that aims to find a minimal subset
of features to achieve similar or better performance than using all the orig-
inal features by eliminating noisy and irrelevant features. The process of
selecting informative and relevant features not only reduces the dimen-
sionality, which can make the learning method faster but also improves
the performance of the method. In addition, it is easier to interpret the
constructed method by a smaller number of features [121].

A typical feature selection process has five major steps [41]: the ini-
tialization procedure, candidate feature subset generation, feature subset
evaluation, stopping criteria, and a validation procedure.

1. The initialization procedure is the first step of a feature selection al-
gorithm and the number of original features is taken as the dimen-
sionality of the search space.

2. The candidate feature subset generation is known as the search pro-
cedure [102], which can start with no features, all features, or a ran-
dom subset of features. In this step, many search techniques such
as EC techniques, and conventional methods, can be employed to
explore the best feature subset.

3. The generated candidates are evaluated based on a criterion which
is called a fitness function. The fitness function will measure the
goodness of each candidate, so it has an important role in guiding
the algorithm to find an optimal solution.

4. The feature selection algorithm will be stopped when the stopping
criterion is satisfied. The generation procedure and evaluation func-
tion can be used to determine the stopping criterion. For example,
the algorithm can stop when a predetermined maximum number
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of iterations have been reached, or a predefined number of features
have been selected.

5. The validation procedure aims to check whether the subset of fea-
tures can achieve good performance. Even though this part does not
belong to the feature selection process, it is necessary to validate the
selection method.

Feature Construction

Feature construction is a process that combines the original features to con-
struct new high-level features [200]. Feature construction aims to improve
the quality of representation by transforming the original representation
space, i.e., features, into a new one in which the capability of a learning
algorithm can be improved [122]. Constructed features are mathematical
expressions of the original features. In order to enhance the performance
of a method, the original feature set can be augmented or replaced by the
newly constructed features [97]. A typical feature construction includes
the following four steps.

1. Feature construction: New features are constructed by combining
selected features using mathematical operators. The key point is to
select appropriate features and operators, so the newly constructed
features will have a higher discriminating ability than the original
ones.

2. Feature evaluation: To guide the search algorithm, the constructed
features are evaluated by means of a fitness function similar to fea-
ture selection methods.

3. Stopping criterion: Similar to feature selection methods, when a stop-
ping criterion is met, the best-constructed features will be returned.
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4. Validation procedure: This step is similar to feature selection meth-
ods. The constructed new features are required to be checked whether
they can achieve a good performance.

Feature Selection and Feature Construction Approaches

There are three different types of approaches for feature selection, and fea-
ture construction: filter, wrapper and embedded methods.

Filter: Filter methods evaluate feature subsets based on the intrinsic char-
acteristics of the training data rather than the feedback of a learning
algorithm [144]. Filter methods can use different types of measures
such as distance measure, information measure, dependence mea-
sure, and consistency measure [42]. Filter approaches have low com-
putational cost and they are fast due to the avoidance of the induc-
tive algorithms. However, evaluating the subsets in the search pro-
cess is a challenging issue without relying on inductive algorithms.
They are often not optimized to be used with a learning algorithm for
specific tasks. They usually have lower classification performance
than other methods (e.g. wrapper) on a particular learning algo-
rithm, as the prediction performance of the selected features on a
learning algorithm is not considered in the filter methods [144].

Wrapper: Unlike filter methods, wrapper methods employ an inductive
algorithm to evaluate the goodness of the selected features [162, 51].
As compared to filter methods, wrapper methods result in more ef-
fective feature subsets, but the computational complexity is usually
higher. This approach is claimed to be less general than the filter
methods since the selected feature subsets have mainly relied on
the predetermined learning algorithm. For example, the best feature
subset evaluated by one learning algorithm(e.g. Decision Tree (DT)),
may not improve the prediction performance of another learning al-
gorithm (e.g. Support Vector Machine (SVM)) [35].
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Embedded: Unlike wrapper methods, embedded methods make an in-
teraction between the learning algorithms and the feature selection
or construction approaches. Embedded methods determine the fea-
tures and the learning algorithm (e.g. classifier) simultaneously dur-
ing the training process [21]. For example, in DT, the tree is built
by partitioning the data according to the importance of the features
to the classification accuracy. Another example is GP which has an
intrinsic capability of selecting or constructing features, and it im-
proves the performance of the method [132]. The selected features
by embedded methods are more effective than those generated by
filter methods. Moreover, they have less computational cost than
wrapper methods [181].

2.1.6 Text Mining and Document Classification

Text mining [199, 94] is one of the important topics in artificial intelligence
which deals with analyzing different types of unstructured text to extract
useful knowledge. There are many tasks in text mining such as document
classification, document clustering, entity extraction, document summa-
rization and semantic analysis. Document classification is one of the ex-
tensively studied natural language processing tasks. In document clas-
sification, the goal is to automatically classify text documents into one
or more predefined classes. For example, detecting spam and non-spam
emails, automatically tagging client queries and categorizing news articles
are some applications of document classification. The main steps of doc-
ument classification consist of preprocessing, text representation, feature
weighting, feature selection, training, testing and interpretation.

Document classification [9] is the task of assigning label li to document
dj , where li ∈ L = {l1, · · · , l|L|} and dj ∈ D = {d1, · · · , d|D|}, using a
function F :
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F : D → L (2.1)

In formula (2.1), function F is a classifier which gets documents (D) as
input and allocates labels (L) as output to each of the input documents.

During the past decades, machine learning algorithms like classifica-
tion has been developed and many classifiers such as K-Nearest Neighbor
(KNN) [16], Decision Tree (DT) [36], Support Vector Machines (SVM) [67],
Naive Bayes (NB) [173], and Neural Networks [142] have been proposed.
Statistical algorithms and artificial intelligence techniques have been used
to automatically classify documents [8, 87, 145]. In document classifica-
tion tasks, the frequency of words or the letter combination is considered
an important attribute to construct basic features. In general, the number
of letter combinations is huge, and the frequency of each combination is
not high. In the stage of pre-processing, some texts will be filtered, such
as ”and”. In the process of feature extraction, it is popular to use n-gram
techniques [8, 30]. If we only consider the word-specific combination, the
bag-of-words model can be considered as a special case in the n-gram
model. The number of occurrences of each word is a general and basic
feature in a bag-of-words model. Considering the frequency of each word
is not high and the set of words is large in a document classification task,
we need effective feature selection techniques to select small sets of fea-
tures from a high dimensional and sparse set of basic features. Traditional
feature selection methods, such as information gain [191], are generally
employed [8]. After a small set of features is selected, learning algorithms,
such as Support Vector Machine (SVM) [73], are used to build classifiers.

There are a variety of methods applied for classification problems. For
example, neural network methods have been used a lot in researches for
document classification problems. The introduced approaches focused on
the different aspect of classification such as character-level [198], sentence-
level [76] and document-level [100]. These models have high flexibility in
modeling the complex relationships and show good performance, how-
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ever, they are not fast in training and test phases [76]. Hence, by increas-
ing the number of documents, the speed of learning will decrease and it
will be time-consuming. Additionally, by increasing the number of hidden
nodes, the required parameters for Neural Networks will increase which
can lead to overfitting of the data [99]. Deep learning (DL) which is an
artificial neural network (ANN) model, needs more data in the training
phase to have better performance, but high volume data is not always
available, especially in the medical field. Convolutional Neural Networks
(CNN) is a deep learning model which is used broadly in image classifica-
tion tasks, but in document classification, the situation is a little different.
It is really hard to fit entity extraction and POS tagging applications into
the classic Convolutional Neural Networks (CNN) architecture [22]. On
the other hand, Recurrent Neural Networks (RNN) by utilizing long short
term memory (LSTM) are able to remember the order of words and this
ability makes them an appropriate candidate for text analysis. Extreme
learning machine (ELM) is another useful method for cases that the di-
mension of features is high [78]. Generally, all of the document classifica-
tion approaches for general text are similar to medical document classifi-
cation. One of the limitation of these methods is that they are not using
domain-specific clinical resources such as Unified Medical Language Sys-
tem (UMLS) to be able to serve additional feature [133].

2.1.7 Data Augmentation

Data augmentation is a technique that enables researchers to make a suit-
able variety of instances available for training models, without really col-
lecting new instances. Data augmentation has numerous applications in
image classification, sound and speech classification [138]. With regard
to text, it is not proper to increase the text by employing the signal trans-
formations as generally utilized in image or speech classification because
the words in the text are valuable and can have semantic meaning. There-
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fore, the best method for augmenting new instances is to paraphrase the
sentences in the documents by humans. However, paraphrasing is very
time-consuming due to the large size of existing sentences in documents.
Another intuitive way to produce new discriminative data set is shuffling
words or sentences. However, as the order of words and sentences can
have semantic meaning in medical discharge notes, shuffling can change
the explanation of a patient’s health condition. Another method is ran-
domly choosing n words from a sentence and replacing them with one of
their synonyms randomly [171]. Since the synonyms might have differ-
ent levels of similarity to the target word, random selection is not opti-
mal [198].

Data augmentation is more important for imbalanced data sets. A data
set with a different number (unequal distribution) of instances for each
class defines as an imbalanced data set. This type of data can make learn-
ing difficult for the candidate classifier [96]. In these scenarios, the learned
model will be biased on the majority class. Hence, more investigation is
needed to address this issue. There are three main approaches to imbal-
anced data set: data-level methods, algorithm-level methods, and hybrid
methods [96]:

• Data-level: Data-level methods aim to make a balanced distribu-
tion of classes by generating new instances and/or deleting some
instances.

• Algorithm-level: Algorithm-level methods try to modify learning
approaches to reduce the bias towards majority classes and tune them
to learn data with biased distributions.

• Hybrid: Hybrid methods integrate the data-level and algorithm-
level methods to get the advantages of both of the methods.

In this thesis, we target data-level approaches to deal with imbalanced
data, which is appropriate for data-hungry deep learning methods. Data-
level provides more information for the candidate model in the learning
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step and at the same time solves the imbalanced issue. As the imbalance
issue can be solved by a data-level approach, it is not necessary to tune
algorithms to learn the data with biased distribution (Algorithm-level).
Consequently, it is not necessary to use both of the approaches at the same
time (Hybrid).

2.2 Related Works

The organisation of the section follows the targeted objectives order. First,
medical document classification is discussed as the main goal, then fea-
ture extraction, feature selection, and feature construction are discussed
as main tasks to do for improving document classification accuracy, and
finally, data augmentation approaches are reviewed.

2.2.1 Document Classification in Medical Domain

Make a prediction model by classification algorithms in medicine, espe-
cially in genomics, and forecasting outcomes were studied in [20]. This
paper focused on classification algorithms such as Decision Tree, Deci-
sion Rule, Logistic Regression, Neural Network, Naive Bayes, Bayesian
Network, Support Vector Machine, and K-nearest Neighbor. This study
tries to provide a comprehensive framework to organize the application
of data mining in medicine. Applications of data mining algorithms in
healthcare and biomedicine are proposed in Yoo et al. [196]. In this paper,
three data mining tasks are selected and then the application of each task
in medicine is reviewed. For this purpose, a brief discussion about each
task and their advantage/disadvantage is presented. The main medical
aspects that mentioned are: predicting health costs, prognosis, and diag-
nosis, extracting hidden knowledge from biomedicine data, discovering
relationship among diseases and among drugs. This paper summarizes
three problems of data mining in medicine: setting and calibrating param-
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eters of algorithms, the accuracy of data mining is not reliable yet and, lack
of data mining package for the medical domain. Wagholikar, Sundarara-
jan, and Deshpande [170] review applications of more than eight model-
ing techniques in diagnosis. In this study, more than ten diseases were
selected. Authors conclude that the application of these techniques in gas-
troenterology, oncology, and cardiovascular are more than the other dis-
eases. Feature selection methods using Gini Index were employed along
with models like Bayesian networks and decision trees to improve Med-
line document classification [130]. Furthermore, Parlak and Uysal [129]
were studied the feature selection impact on medical document classifica-
tion. They analyzed the performance of two classifiers including Bayesian
networks and C4.5 decision trees on OHSUMED and MEDLINE data sets.
The experimental results showed that utilizing Bayesian networks with
distinguishing feature selectors achieved better classification performance.

In 1988, a multi-layer perceptron (MLP) network was used to diagnose
low back pain and sciatic. Then the system performance was compared
with three groups of doctors and the other computer program [25]. An-
other useful example of MLP is one that was established to support the
diagnosis of heart diseases [189]. In a similar case [148] the authors ap-
plied the MLP method to diagnose tumors based on chromatography anal-
ysis of urinary nucleoside as a practical pattern recognition instrument to
differentiate cancer patients from healthy persons. Authors in [19] were
evaluated the performance of machine learning algorithms on biomedical
document classification and found that the future goal would be improv-
ing the classifiers such as deep learning approaches that are more adaptive
to large data size. Hashemzadeh et al. [64] developed a semi-supervised
transfer learning method for the cases there are not enough labeled med-
ical documents. The limitation of this work is a shortage of the labeled
hospital documents which has a negative effect on their results.

Extreme learning machine (ELM) proposed by Huang et al. [70], pro-
vides a simple and efficient learning algorithm for single hidden layer
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feedforward neural networks (SFLNs). It has an extremely fast learning
speed. The hidden nodes are randomly started and then they are fixed
without iteratively tuning [69]. Therefore, ELM has many advantages to
be used in medical or biomedical data which have high dimensional fea-
tures. There have been different studies that applied ELM such as thyroid
disease diagnosis [106] which used ELM to assist the tasks using the most
discriminative new feature set and the optimal parameters. The ELM ap-
proach is also used for blood indexes to predict overweight statuses con-
sisting of 251 healthy subjects and 225 overweight (297 females and 179
males). The results showed the differences in blood and biomedical in-
dexes. Lately, Anthimopoulos et al. [14] proposed and evaluated a con-
ventional neural network (CNN) method for the classification of intersti-
tial lung disease (ILD) with a classification performance of 85.5%.

A CNN-based approach was developed by Hughes et al. [71] to classify
automatically medical sentences which are extracted from PubMed data
set. They used different representations such as Doc2vec and Word2Vec
for training their model. The developed CNN method by Word2Vec rep-
resentation showed better performance in comparison with the state-the-
art approaches. However, still, the achieved accuracy is poor and needs to
be improved. In [135], authors have developed a new hierarchical neural
network approach which is using an attention mechanism to analyze the
medical notes in the word level and sentence level to deal with data spar-
sity issues. The proposed model used a Convolutional Neural Network
(CNN) to extract features from sentences and a bidirectional gated recur-
rent unit (BIGRU) to remember the appeared features before and after
each feature. The approach has trained on two types of data sets (medical
notes and clinical literature) separately. The obtained results showed their
method outperformed baseline methods, however, the method is expen-
sive to implement. Li et al. [108] were suggested a combined three-stage
approach by using a bi-directional long short-memory which utilizing an
attention-based approach to classify medical documents. The approach
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extracted features to pass to the construction step which is based on the
regular expression rule. The method has been designed to provide inter-
pretable results to assist humans in modifying their decisions. However,
the implantation of the approach is expensive.

SVMs techniques have also been successfully used in the medical field.
Wen et al. [172] used the support vector machine (SVM) approach which
originates from the root of the Kernel method. Another useful research
used the SVM tool to predict head and neck patients’ criticalities for adap-
tive tomotherapy treatments [62]. In addition, an SVM classifier was used
to recognize breast cancer for different conditions (normal and malignant)
of the breast. In [55] the authors developed new methods to analyze mi-
croarray expression data of cancer tissue samples by using SVMs which
consist of classification of the tissue samples and an exploration of the
data for mislabeled or doubtful tissue results. Moreover, Acharya et al. [7]
aimed to assess the possibility of utilizing thermal imaging as a possi-
ble instrument for recognizing breast cancer by utilizing an SVM classi-
fier for automatic classification of normal and malignant breast circum-
stances. Authors in [48] were developed a supervision system to detect
patients’ documents if their discharge notes include hospital-related infec-
tions. They applied support vector machines and gradient tree boosting
classifiers on Swedish sick discharge notes to classify them based on hos-
pital infections. The best results were obtained by the gradient tree boost-
ing classifier using prepossessing methods and tuning classifier parame-
ters. Although the suggested approach by the authors outperformed the
pipeline methods, the achieved results are still poor and need to improve.
Additionally, the distribution of the used data sets is not like real-life data
set.

Researchers used other classifiers for medical document classification
too [13]. Sako and Palimote [140] applied a Naive Bayesian classifier for
classifying heart disease documents. They employed WEKA [169] tool for
preprocessing and extracting features to train the classifier. Generally, all
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of the document classification approaches for general text are similar to
medical document classification. One of the limitations of these methods
is that they are not using domain-specific clinical resources such as Uni-
fied Medical Language System (UMLS) to be able to serve additional fea-
ture [133]. Furthermore, the accuracy of medical document classification
methods still is poor and needs more investigation.

2.2.2 Information Extraction in Medical document Classi-

fication

The extraction and selection of features for document classification prob-
lems have received a lot of interest in the past. Typically, a lot of these
algorithms rank features using statistics from the distribution of features
in the given corpus [149, 145]. Existing methods have employed metrics
associated with word frequency, information gain, mutual information,
term frequency-inverse document frequency (TF-IDF) for extracting tex-
tual features [88]. However, the aforementioned techniques tend to treat
each feature separately, i.e they ignore the dependencies between features.

In medical text mining, the text describes a set of clinical events within
a narrative, with the goal of producing an explanation as precise and com-
prehensive as possible when describing the health status of a patient. Gen-
erally, such texts include heavy use of domain-specific terminology and
the frequent inclusion of acronyms, which makes medical text analysis
very different from standard text mining. Especially, a discriminative com-
bination of domain-specific medical events reported within a clinical note
can be highly indicative of a patient’s condition.

There has been research that applies document classification to med-
ical document. Previously, Pratt et al [194] employed words, medical
phrases, and their combinations as features for medical document clas-
sification. Multi-label classification performance based on an associative
classifier is examined on medical articles [137]. In another study, Hid-
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den Markov models were used for classification [195]. In a recent study,
an approach using support vector machines and latent semantic indexing
was applied to some data sets including the ones consisting of medical
abstracts [166]. The performances of classifiers on medical document clas-
sification were analyzed for two cases where stemming was applied and
not applied [128]. The impact of different text representations of biomedi-
cal documents on the performance of classification was analyzed [193]. In
another work [80], the impact of using different ontologies (such as iCSV
and SEMCON) was investigated in medical document classification per-
formance.

Besides, there exist a number of studies in the literature where ontology-
based classification approaches have been applied [29, 45]. The use of
ontologies like Unified Medical Language System (UMLS), Systematized
Nomenclature of Medicine (SNOMED), and Medical Subject Headings
(MeSH) have proved very useful for improving classification performance [57,
149, 27, 154]. Recently, Shanvas et al. [150] used an ontology-based ap-
proach to make rich graphs of concepts for clinical document classifica-
tion.

In addition, some work has used clinical records for prominent tasks
such as finding risk factors for diabetic patients [86], extracting Fram-
ingham risk score (FRF) for target population [75], using rule-based and
dictionary-based methods to identify heart disease risk factors [190], and
applying a rule-based method by combining with a regular expression and
UMLS to spot risk of heart disease [152]. Our approach applies an ontol-
ogy as a feature selection method for document classification.

By analyzing the previous work, it is noticeable that the majority of
disease-targeted systems have tended to develop static rule-based systems
to extract meaningful information which requires human interventions ev-
ery time the model is updated with new features. Such systems are not
scalable for practical machine learning purposes. Our expectation is that
the extracted meaningful information in the IE step can be utilized as fea-
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tures to train classifiers to achieve a better model which can predict classes
of test data with high accuracy.

2.2.3 Feature Selection in Medical Field

Computational intelligence approaches (CI) techniques are classified based
on single and hybrid methods, where single methods refer to those stud-
ies which use only one of the machine learning techniques (i.e. genetic
programming (GP), particle swarm optimization (PSO), artificial immune
system (AIS) and artificial neural network (ANN)) as the main method
and the other classification refers to those studies that used hybridization
of each two (or more than two) methods like Neuro-Fuzzy (NF) and Fuzzy
Support Vector Machine (FSVM).

Healthcare is one of the domains that used the aid of PSO to predict or
analyze diseases and it is also a useful approach for the medical field. For
instance, Eberhart and Hu [47] presented an approach for the examination
of human tremor using PSO which addressed two forms of human tremor
as important tremor and Parkinson’s disease. PSO is used to improve
a neural network that differentiates between normal subjects and those
with tremor. Another useful example of PSO which also had the same
topic based on previous researches is for the prediction of Parkinson’s dis-
ease tremor. This method uses a Radial Basis Function Neural Network
(RBFNN) based on PSO to detect that Parkinsonian tremors are happen-
ing from Local Field Potential (LFP) signals [176]. Furthermore, Fong et
al. [54] used PSO to search for optimal feature subsets, together with three
classifiers, i.e., pattern network, decision tree, and Navies Bayes. The ap-
proach was shown to achieve high accuracy in classification in two empir-
ical biomedical data sets, i.e., the Arrhythmia data set and the Micro Mass
data set.

GA and PSO were proposed for gene selection and were tested on three
benchmark gene expression datasets including breast cancer, colon, and
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leukemia. The effectiveness of this hybrid method shows that it is able
to decrease the dimensionality of the dataset and improve the most in-
formative gene subset and enhance classification accuracy [107]. In an-
other example, PSO and GA were used to optimize feature selection us-
ing facial and clothing information for gender classification. The PSO-GA
was used to choose the best significant features set which more evidently
demonstrates the gender and therefore, the data size dimensions can be
decreased [120].

SVM-PSO approach is widely applied in the medical field and it has
shown significant performances. For example, PSO and SVM were com-
bined as a hybrid method for gene selection and tumor classification where
the PSO was used to choose a gene, whereas SVM was used as the clas-
sifier. Then, the suggested method was applied to microarray data and it
had a great prediction performance for accuracy [151]. In another study,
Jiang et al. [72] used a new approach for identifying liver cancer that works
based upon the PSO-SVM method. PSO was applied to select the param-
eters automatically for SVM. This is an essential advantage that makes it
possible to select parameters more objectively and it keeps away the sub-
jectivity in the old SVM model. In another research, SVM-PSO was pro-
posed as a feature selection for enhancing medical diagnosis validity by
applying machine learning ensembles in order to obtain higher accuracy
of ensembles [112]. Liu and Fu [109] introduced a novel method that hy-
bridizes SVM, PSO, and Cuckoo Search (CS). This technique uses 2 steps:
(i) developed a method of Cuckoo search for improving the SVM param-
eters to identify the better initial parameter of a kernel function, (ii) PSO
is applied to the remainder of the training of SVM and identifies the best
parameter in SVM.

Many ideas have been proposed to improve the performance of PSO-
based feature selection algorithms. The ideas include modifications in the
initialization strategy, representation, fitness function, or search mecha-
nisms. In [185], Xue et al. proposed three new initialisation mechanisms,
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which mimic the sequential feature selection approach. While the small
initialisation used about 10% of original features to initialize the particles,
particles in the large initialisation were constructed based on 50% of orig-
inal features. These two initialisation mechanisms were combined in the
mixed initialisation, which used the small initialisation for most of the par-
ticles and the large initialisation for the rest. In addition, three new updat-
ing mechanisms for pbest and gbest were proposed in the paper. The ex-
perimental results showed that the new initialisation and updating mecha-
nisms led to smaller feature subsets with better classification performance
than the standard PSO and two-stage binary PSO algorithm [183, 184].

In order to solve feature selection problems, PSO has been used with
different filter measures, for example, rough set theory [32, 31], fuzzy set,
and information theory [34]. The goal of attribute reduction using a rough
set is to find the smallest feature subset, which still preserves the classi-
fication quality as the original feature set. Therefore, Cervante et al. [32]
proposed a new fitness function, which used probabilistic rough set theory
to minimize the number of equivalence classes and maximize the num-
ber of instances in each equivalence class. The reported results illustrated
that the new fitness function could guide PSO to search for a small subset,
which had better classification performance than the subsets evolved by
two other PSO-based feature selection approaches using a rough set.

Feature selection problem can be seen as a multi-objective problem be-
cause its two objectives usually conflict with each other. However, most
wrapper feature selection approaches used only classification performance
as the fitness function or combined the classification accuracy and the
number of selected features into a single fitness function [183]. In [179],
two wrapper multi-objective PSO-based feature selection approaches were
proposed, which applied the non-dominated sorting idea (NSPSOFS) and
the crowding, mutation, and dominance concept (CMDPSOFS) to evolve a
set of non-dominated feature subsets. The performance of the proposed al-
gorithms was better than three other multi-objective algorithms, including
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NSGAAII, SPEA2, and PAES. In addition, Xue et al. [178] also conducted
a comparison between binary and continuous PSO for multi-objective fea-
ture selection problems, which indicated that generally continuous PSO
achieved better performance than binary PSO.

Multi-objective PSO was also combined with filter measures to form
multi-objective feature selection approaches. Xue et al. [178] proposed two
multi-objective PSO-based feature selection algorithms, which simultane-
ously minimized the number of selected features and maximized the rele-
vance of the selected feature subset. In these algorithms, the relevant mea-
sure was calculated by applying either pair-wise mutual information or
information gain. The results illustrated that the proposed multi-objective
algorithms outperformed single-objective algorithms. More multi-objective
PSO-based filter feature selection approaches could be found in [180, 33,
131]

Hybridized algorithms were proposed to solve the feature selection
problem. Meenachi and Ramakrishnan [114] proposed two meta-heuristic
approaches to feature selection in the medical area by targeting cancer dis-
ease. Firstly, they hybridized Ant Colony Optimisation (ACO) and Tabu
search (TS) algorithm by using Fuzzy Rough set to find optimal feature set.
Secondly, they hybridized the Genetic Algorithm (GA) and Tabu search al-
gorithm by using the Fuzzy Rough set to find the optimal feature set. Ant
Colony Optimisation and Genetic Algorithm utilized as a global search
to find the best feature set. Then, Tabu search is used as a local search
to find the best feature. Their techniques are addressing global search
approaches issue in finding the best local optimal and local search ap-
proaches issue in finding best global feature by hybridizing both of the
approaches. These methods achieved better performance in comparison
to other related works by selecting lesser features. However, Ant Colony
Optimization-based approach is slower than the Genetic Algorithm-based
method. In another work, Situmorang et al. [153] developed a hybrid PSO
and GA feature selection approach by combining Logistic Regression and
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SVM algorithms to classify coronary heart disease. They improved the re-
sults of classifiers by applying hybrid PSO and GA to remove redundant
features.

2.2.4 Data Augmentation in Classification

Data augmentation in general classification

Data augmentation is a method to deal with data shortage issues in train-
ing models for distinct tasks such as classification. Data augmentation
approaches [187, 103] have been suggested to deal with data shortage for
training deep learning methods for time series or sequences. Yadav et
al. used ordinary differential equations (ODEs) for generating time se-
ries to improve the performance of recurrent neural networks (RNNs) for
anomaly detection [187]. Guennec et al. have recently suggested data
augmentation by applying warping and window slicing in Convolutional
Neural Networks (CNNs) for time series classification (TSC) [103]. Mal-
hotra et al. have used a pre-trained encoder network on various time se-
ries with different lengths in a deep recurrent neural network for time se-
ries classification [111]. Wong et al. have investigated the benefit of data
augmentation with artificially produced instances during training a classi-
fier. They introduced data warping and synthetic over-sampling methods
for making new samples by applying to handwritten digit dataset [175].
Salamon et al. have studied the effect of different data augmentation ap-
proaches on the performance of deep convolutional neural networks for
environmental audio classification [141].

There are some usual methods such as augmenting by dictation er-
rors, generating new documents by translating to French language and
back into English language [197]. Other work has utilized adding tex-
tual noise [177] and using language models to predict synonym replace-
ment [89]. These methods are not used often due to the high cost of imple-
mentation [171].
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Zhang et al. [198] used data augmentation in Convolutional Neural
Network (CNN) for classifying document by employing English thesaurus
gained from WordNet. They replaced the words and phrases with their
most similar synonyms in the context to generate new document. Tar-
geting high similar synonyms to generate new documents can decrease
the variety of the produced instances. Rosario [138] suggested an ap-
proach to data augmentation for short documents classification by mak-
ing similar short documents for each original short document to produce
a longer text by considering a semantic space. Quijas has studied the ef-
fect of data augmentation in training CNNs and RNNs for document clas-
sification [136]. Kobayashi has proposed the “contextual augmentation”
method which generates matches of words by utilizing a bidirectional lan-
guage model and replaces words with their matches in sentences [89].
Coulombe in [38] has suggested other textual data augmentation by us-
ing different approaches such as paraphrase generation. The approaches
were examined on different neural network architectures. Jungiewicz [77]
has introduced a method to textual data augmentation for training CNN
models for sentence classification. The researcher converted sentences
by maintaining their lengths the same as their original lengths. The re-
searcher has used a thesaurus that belongs to Princeton University’s Word-
Net. However, these methods are expensive to implement.

Data augmentation in medical classification

Wei and Zou proposed four different approaches including Synonym Re-
placement (SR), Random Insertion (RI), Random Swap (RS), and Random
Deletion (RD). SR is utilizing synonyms of words by randomly choosing n

words from a sentence and replacing them with one of their synonyms
randomly [171]. RI method chooses a random synonym for a random
word in each sentence and puts that synonym in a random place in the sen-
tence. RS approach chooses randomly two words in a sentence and swaps
their places. RD method removes a word in the sentence with probability
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p. As these methods target only some words of each document to replace,
delete or change, they may not produce new instances with enough vari-
ety. SR method is similar to the random synonym-selection method and,
as the order of words and sentences can have semantic meaning in med-
ical discharge notes, RI, RS, and RD methods can change the explanation
of a patient’s health condition. In this paper, we extract synonyms from
WordNet dictionary and employ similarities of the extracted synonyms
with their corresponding words as a feature extraction approach to de-
tect meaningful synonyms for oversampling the minority class to produce
new documents with high diversity.

Borrajo et al. [24] investigated the effects of oversampling and sub-
sampling by using dictionaries on imbalanced scientific document clas-
sification problems in the bio-medicine domain. They employed three
different classifiers (K-nearest neighbors (KNN), support vector machine
(SVM), and Naive-Bayes) to check the performance of classification. Pre-
cision, Recall, F-measure, and Utility metrics are utilized for evaluation.
The SVM classifier is achieved the best results by using the sub-sampling
approach and considering NLPBA, Protein dictionaries.

Ollagnier and Williams [125] proposed two approaches for augment-
ing synthetic documents for clinical case coding tasks (CLEF eHealth 2020)
to deal with the class-imbalanced issues. They suggested a word-level text
transformation and a text generation approach to augment new labeled
data. A Convolutional Neural Network and Long Short-Term Memory
Network (CNN-LSTM) classifier are used for training the suggested ap-
proaches. Multilingual BERT (M-BERT) is used to represent the cases. The
data augmentation approach is employed a WordNet dictionary [171] to
replace randomly selected 10% of each document’s words with their syn-
onyms. In the text generation method, a pre-trained model is made by
considering n-gram distribution probabilities by using the input corpus.
Then the pre-trained language model is used to generate new synthetic
data. 30% of each document is selected to replace with the new augmented
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data. Experimental results showed the data augmentation model achieved
the best f1-score results in comparison to the other proposed approaches.

Kang et al. [79] proposed a UMLS-based approach to augment new
instances on biomedical research literature data sets for improving deep
learning models’ performance. They developed an easy data augmenta-
tion (EDA) technique for named entity recognition (NER) and sentence
classification tasks. They replaced synonyms with extracted concepts from
UMLS ontology. The performance of the two approaches is compared in
this work. Firstly, the base model of EDA by using biLSTM-CRF from
BlueBERT is used to check the effectiveness of transfer learning. Sec-
ondly, the base model of EDA is used with the proposed data augmenta-
tion (UMLS-EDA) approach to deal with NER and sentence classification
tasks. The UMLS-EDA achieved the best results in comparison with the
transfer learning approach. Furthermore, they combined these two ap-
proaches to achieve better results. However, it decreased the results per-
formance. They concluded that it is not a good idea to use data augmenta-
tion besides transfer learning as the used EDA approach makes noise for
the used transfer learning method. Additionally, data augmentation is a
better choice to have in lack of high-level infrastructure.

Guan et al. [61] developed a Generative Adversarial Network (GAN)
model to generate synthetic electronic clinical notes. The model is trained
by the reinforcement technique. The input of their model is tags of dis-
eases and the output is generated medical document. Their goal is to pro-
tect the privacy of patients by making more real synthetic notes with di-
versity. Two deep learning models including Convolutional Neural Net-
work (CNN) and Long Short-Term Memory (LSTM) used as generative
models separately. A binary classification task is designed to discriminate
the real electronic medical document from the constructed synthetic doc-
ument. One of the disadvantages of the method is that the relationship
dependency for the long-term is complicated if document length is too
extensive.
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2.3 Chapter Summary

Some of the limitations in the existing work are illustrated here which be-
come the motivation of this thesis.

• The extraction of text-based and document features for document
classification problems has received a lot of interest in the past. Typ-
ically, a lot of these algorithms rank features using statistics from
the distribution of features in the given corpus [149, 145]. Existing
methods have employed metrics associated with word frequency,
information gain, mutual information, term frequency-inverse doc-
ument frequency (TF-IDF) for extracting textual features [88]. How-
ever, most of the existing techniques tend to treat each feature sepa-
rately, i.e they ignore the dependencies between features. Develop-
ing a domain-specific approach to map free text to concepts from an
ontology that encodes semantic relationships between concepts and
improves the classification performance.

• The majority of previous researches on document classification uti-
lizes only one method to carry out feature selection and has problems
because of the extremely large search space [17]. Specifically, given
an extremely large feature set, a single feature selection method such
as PSO can still result in a large number of selected features, which
limits the effectiveness of the feature selection. To overcome this
drawback and improve the effectiveness of feature selection in a very
high dimensional feature space, developing a two-stage method to
extract and select meaningful features for document classification
can improve the performance of classification.

• In medical document classification, there are thousands of features
and often there are redundant and irrelevant features that can make
noise in the training step to create a model. Consequently, the ob-
tained model may have poor classification accuracy. This issue can
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be addressed by utilizing feature engineering approaches such as
feature selection [17] and feature construction [182] to improve the
quality of features by removing irrelevant and noisy features. Most
previous approaches for document classification are not effective enough
for feature extraction due to a large number of redundant features [17].
To solve this issue and improve the performance of document clas-
sification, a three-stage method by using discriminative knowledge-
guided medical concept pairings from clinical notes for constructing
new high-level features can improve the classification performance.

• One of the important factors which have an effect on the classifica-
tion accuracy is the size of the data set for training the model. Gen-
erally, there is a lack of adequate data in the medical area [143]. One
possible solution to address the issue is to augment data for training
the model. Replacing words and expressions with their synonyms
is a common approach in data augmentation [198]. However, these
methods are using normal dictionaries for augmentation and some
domain-specific terms or acronyms do not have synonyms in normal
dictionaries. Hence, developing an ontology-based method to aug-
ment new instances by targeting concepts of words and expressions
in the documents can improve classification performance.

• Normally due to privacy reasons, it takes a long time to collect a set
of documents for a special disease. This type of data which is col-
lected from real patients often appears as imbalanced data where the
patients with a particular disease are often the minority. As a result,
the shortage of data and being extremely imbalanced are two com-
mon issues in medical discharge notes. In cases where the classifier
is a data-hungry model and needs to be fed with a large amount of
data, this kind of data will not be enough. Consequently, this can
make the learning difficult for the candidate classifier [96]. In these
scenarios, the learned model will be biased on the majority class.
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Most of the existing work replaced the words and phrases with their
most similar synonyms in the context to generate new document.
Targeting high similar synonyms to generate new documents can
decrease the variety of the produced instances. Furthermore, some
methods target only some words of each document to replace, delete
or change which may not produce new instances with enough vari-
ety. Having a new probabilistic dictionary-based data augmentation
approach can address these issues by oversampling on the minority
class and improve classification performance.



Chapter 3

Feature Manipulation for Medical
Document Classification

3.1 Introduction

In medical document classification, there are a large number of features
and often there are redundant and irrelevant features that can make noise
in the training step to create a model. Consequently, the obtained model
may have poor classification accuracy. This issue can be addressed by uti-
lizing feature engineering approaches such as feature selection [17] and
feature construction to improve the quality of features by removing irrel-
evant and noisy features.

There has been research that applies text classification to clinical text.
There exist a number of studies in the literature where ontology-based
classification approaches have been applied [29, 45]. The use of ontologies
like Unified Medical Language System (UMLS), Systematized Nomencla-
ture of Medicine (SNOMED), and Medical Subject Headings (MeSH) have
been proved to be very useful for improving classification performance
[57, 149, 27, 150]. Most of the existing methods are extracting all of the
features in IE step which can be irrelevant. In medical document classifi-
cation, there are thousands of features and often there are redundant and

55
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irrelevant features which can make noise in the training step to create a
model. Consequently, the obtained model may have poor classification
accuracy. In addition, some work has used clinical records for promi-
nent tasks such as finding risk factors for diabetic patients [86], extracting
Framingham risk score (FRF) for target population [75], using rule-based
and dictionary-based methods to identify heart disease risk factors [190],
and applying a rule-based method by combining with a regular expression
and UMLS to spot risk of heart disease [152]. Furthermore, other works
are using the rule-based methods [167, 155, 192] to filter unnecessary in-
formation, however, these methods need expert people to define rules for
each problem separately which can be costly, and the defined methods are
not usable to another problem [133].

By analyzing the previous work, it is noticeable that the majority of
disease-targeted systems have tended to develop static rule-based systems
which require human interventions every time the model is updated with
new features [150]. Such systems are not scalable for practical machine
learning purposes. Our systems allow an easier and flexible selection of
different types of medical concepts to enable automatic extraction of fea-
tures and the generation of a prediction model. This is an easier way to
investigate domain concepts and determine which concepts are most dis-
criminative to a classification problem. Furthermore, our systems provide
the ability to allow a domain expert to interactively change the concepts
and auto-build machine learning models for different diseases investiga-
tion.

There is a principal difference between clinical text mining and stan-
dard text mining in terms of text terminology and their frequency. In clini-
cal text mining, the text describes a set of clinical events within a narrative,
with the goal of producing an explanation as precisely and comprehen-
sively as possible when describing the health status of a patient. Generally,
such text heavily uses domain-specific terminology and acronyms, mak-
ing clinical text analysis very different from standard text mining. More-
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over, various combinations of domain-specific medical events in a clinical
report can describe a patient’s conditions totally differently. Generally, all
of the text classification approaches for general text are similar to medical
text classification. One of the limitations of these methods is that they are
not using domain-specific clinical resources such as Unified Medical Lan-
guage System (UMLS) to be able to serve additional features [133]. Fur-
thermore, the accuracy of medical document classification methods still is
poor and needs more investigation. Hence, an ontology-based approach
for feature extraction, a two-stage wrapper approach for feature selection,
and an ontology-based approach for feature construction will be explored.
This chapter will introduce the three different classification approaches for
medical document classification.

3.1.1 Chapter Objectives

This chapter develops a new ontology-based method that applies ontology
by referring to Unified Medical Language System(UMLS) for entity recog-
nition. This method focuses on concepts of words and expressions for ex-
tracting meaningful features. The method targets two concepts ”Disease
or Syndrome” and ”Sign or Symptom” instead of extracting all of the con-
cepts can increase the feature space dimension. Furthermore, a two-stage
method is developed to extract and select meaningful features for medi-
cal document classification. This method is utilizing PSO for the feature
selection step. Additionally, a discriminative knowledge-guided medical
concept pairings (diseases and symptoms) approach is developed for fea-
ture construction from the original set of features for classifying clinical
discharge notes. This chapter explores the following research objectives to
improve medical document classification accuracy:

• Design a new ontology-based method to extract meaningful features
from raw data by considering the concepts of words and expressions
regarding data set labels.
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• Design a two-stage method to extract and select meaningful features
by utilizing PSO for feature selection for medical document classifi-
cation.

• Design a new discriminative knowledge-guided medical concept pair-
ings approach for feature construction from the original set of fea-
tures by considering diseases and symptoms concepts.

3.1.2 Chapter Organization

The rest of the chapter is organized as follows: Section 3.2 introduces
the proposed method to discover discriminative knowledge-guided med-
ical concepts for classifying medical documents. Section 3.3 presents an
Ontology-based two-Stage approach to medical document classification
with feature selection by Particle Swarm Optimisation (PSO). Section 3.4
describes an ontology-based feature construction approach for document
classification by using discriminative knowledge-guided medical concept
pairings from clinical notes. Section 3.5 provides the experiment design,
classification methods, data sets, and parameter settings for comparison.
Section 3.6 presents the results and discussion. The achievements of the
three approaches and their limitations are summarised in section 3.7.

3.2 Discriminative knowledge-guided concepts

In this section, the proposed method for extracting concepts of phrases is
described in detail. Additionally, our way of labeling the candidate data
set is introduced.

3.2.1 Overview

One of the important issues in text classification problems is to investi-
gate the domain of documents that should be classified and the domain
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of classes that documents should be labeled with. This can help to select
only the related features of the documents to the domain for the training
phase and improve the accuracy of prediction for unseen documents. In
the clinic text classification task, the documents are discharge notes of pa-
tients in the medical domain. The candidate class is whether a disease
such as Coronary Artery Disease (CAD) is present (1) or not (0). Our goal
is to select features that have relations with the disease. In this case, the
performance of the learned model can be improved.

To achieve the above goal, the proposed algorithm employs the knowl-
edge in candidate data sets and the UMLS library by targeting two specific
concepts (diseases and symptoms). For this purpose, the MetaMap tool
is used to extract all the concepts of existing phrases for each document
using the UMLS. As shown in Fig. 3.1, the concept extraction step is em-
ployed on both the training and the test documents. Then, by considering
the medical domain, the concept selection step is performed on the ob-
tained concepts. As the first step, two concepts are selected among all the
concepts: ”Disease or Syndrome” and ”Sign or Symptom”. By following
this way of concept selection, the meaningful concepts will be selected
which will assist the training phase to learn better in order to increase the
accuracy of classification.

3.2.2 Unified Medical Language System (UMLS)

The Unified Medical Language System (UMLS) [1] was introduced for
modeling the language of health and biomedicine. UMLS is a source of
knowledge that improves the performance of information systems in the
biomedical area. It provides three main resources: the Metathesaurus,
the Semantic Network, and the SPECIALIST Lexicon. The largest com-
ponent of UMLS is the Metathesaurus. It gives services such as finding
biomedical concepts and relationships between concepts (e.g. SNOMED-
CT, Mesh, etc.). The Semantic Network includes a collection of extensive
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Figure 3.1: The flowchart of the architecture of using MetaMap and UMLS
for text classification.
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topic classes, and different types of Semantics, which cover a matchable
classification of concepts provided in the UMLS Metathesaurus, and a cat-
egory of relationships and Semantic Relations between Semantic Types.
The SPECIALIST lexicon includes a specialised English vocabulary of biomed-
ical words.

3.2.3 MetaMap Tool

MetaMap [15] is a configurable program created by Dr. Alan (Lan) Aron-
son at the National Library of Medicine (NLM). It maps text to the UMLS
Metathesaurus to find Metathesaurus concepts in the text. MetaMap is a
knowledge concentrated approach that utilizes computational-linguistic,
natural-language processing (NLP), and symbolic methods. MetaMap is
applied broadly in Information Retrieval (IR), and data mining applica-
tions. Furthermore, it is utilized for automatically biomedical literature
indexing in the U.S. National Library of Medicine (NLM). It allows the
mapping between text content and related concepts in UMLS. To achieve
this goal, MetaMap breaks the content into expressions and after that, for
each expression, it selects the mapping alternatives based on the ranking
of mapping quality.

3.2.4 Conceptualization

Two sentences are given below as a sample to show how MetaMap works
on the input notes and what output it provides in the classification process.

”Hyperlipidemia: The patient’s Lipitor was increased to 80 mg q.d.
A progress note in the patient’s chart from her assisted living facility
indicates that the patient has had shortness of breath for one day.”

Fig. 3.2 shows a segment of the returned results from MetaMap. Ta-
ble 3.1 summarizes the extracted concepts of detected meaningful phrases
from the sample sentences using MetaMap. As can be observed, the phrase
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”hyperlipidemia” belongs to ”[Disease or Syndrome]” and ”[Finding]”
concepts. The phrase ”shortest of breath” is allocated to the ”[Sign or
Symptom]”, ”[Clinical Attribute]”, and ”[Intellectual Product]” concepts.
Considering the medical domain and the type of the classes in the selected
data set, we choose concepts that appear in the ”[Disease or Syndrome]”
or ”[Sign or Symptom]” categories. First, we identify these two categories
which are in square brackets, then the phrase that is within the round
parentheses at the same line will be extracted as the main phrase. For
example, the phrase ”Dyspnea” is extracted in line 19 of Fig. 3.2 for the
phrase ”shortness of breath”. After finishing the concept selection step,
the obtained phrases will be used instead of the original documents in the
binary classification problem. In order to give weights to the extracted
terms of the documents, TF-IDF is applied in the vectorization step and
each document is represented as a vector of weights based on the TF-IDF
function. Then, the weighted term can be used in training and test phases.

Figure 3.2: A segment of returned results of extracted concepts using
MetaMap.
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Table 3.1: The extracted concepts of example sentences using MetaMap.
Sentences Detected Phrases Extracted Concepts Selected

First Sentence

hyperlipidaemia
[Disease or Syndrome] ✓

[Finding] ×
patient [Patient or Disabled group] ×

Lipitor
[Organic Chemical,
Pharmacologic Substance]

×

80% [Quantitative Concept] ×
mg++ increased [Finding] ×

Second Sentence

progress note
[Clinical Attribute] ×
[Intellectual Product] ×

patient chart [Manufactured Object] ×

assisted living facility
[Healthcare Related Organization,
Manufactured Object]

×

patient [Patient or Disabled group] ×

shortness of breath
[Sign or Symptom] ✓

[Clinical Attribute] ×
[Intellectual Product] ×

one day [Temporal Concept] ×

3.3 Feature Selection by PSO

In this section, the proposed two-stage algorithm for extracting concepts of
phrases is described in detail. Fig. 3.3 shows the flowchart of the proposed
two-stage method.

Medical
Notes

Ontology-based
Feature Extraction

Evaluation Classification

PSO-based 
Feature Selection

Figure 3.3: The proposed two-stage method

The input of the proposed approach is a set of clinic texts. Firstly, the
approach detects all of the meaningful expressions in the documents and
then applies the MetaMap tool to extract their concepts from the UMLS.
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After deleting redundant features in the first step, PSO is employed to
select a feature subset from the features extracted in the first stage. The
output is a classifier along with the selected features that predict the label
of a text. The first stage reduces the size of the search space for PSO and
assists it to better search. It is expected that the suggested method extracts
meaningful features and selects a more informative subset of them and
maintains or enhances the classification performance.

The main idea for introducing the mentioned two-stage algorithm is to
take the advantage of information extraction approaches to extract domain-
specific features, and then to select the features by considering feature in-
teractions and related features to the problem domain. In the first stage,
all of the features are extracted as described in section 3.2.

3.3.1 PSO-based Algorithm in the Second Stage

In this stage, PSO is employed to further eliminate the irrelevant and un-
necessary features from the extracted features in the first stage. The value
of particles is initialized randomly by numbers in [-1, 1]. Each particle in
PSO corresponds to a feature subset and is coded as a vector. For exam-
ple, a positive number indicates the corresponding feature is selected and
a negative number means the feature is not selected. The dimension of
a vector is d and the vector consists of real numbers. In other words, d
represents the dimension of the search space which is equal to the num-
ber of the primary features obtained by the first step. A random value is
initialized for the position and velocity of each particle. Next, PSO moves
particles by updating their pbest (best position has been found so far) and
gbest (the best position). Toward the end of the process, gbest is obtained
based on particles’ fitness value and the gained best particle will be in-
vestigated to achieve the selected feature subset. Algorithm 3.1 presents
the pseudo-code for PSO for feature selection in the second stage. Dur-
ing the algorithm (line 5), the fitness value of each particle is evaluated
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based on the medical document classification F1-measure. Our approach
is a wrapped-based method. Hence, a classifier is employed to run with
the selected features to evaluate the value of the fitness function.

Algorithm 3.1: PSO to select best feature subset
Input : Training instances
Output: The best feature subset (gbest)

1: Keep only the features that are extracted in the first stage;
2: Randomly initialize the position and velocity of particles;
3: gen← 0

4: while gen < maxGen do
5: Evaluation: Evaluate fitness of particles based on classification accuracy on

the validation set;
6: for i = 1 to |Particle| do
7: Update pbest and gbest for particle i;

8: for i = 1 to |Particle| do
9: for d = 1 to dimension do

10: Update the velocity of particle i

11: Update the position of particle i

12: gen← gen+ 1

13: return the position of gbest;

Fig. 3.4 shows the flowchart of how we calculate the fitness function
value for each particle. All the training data is entered as input for PSO
to do the feature selection. 10-fold cross-validation is used to compute
a particle’s fitness value. The training data is divided into 10 subsets.
Nine training subsets are used as input for PSO and one validation sub-
set is used for calculating the fitness of each particle. The average of cal-
culated 10 classification accuracies will be the fitness value of a particle.
Note that the test data set is not used in this PSO feature selection process.
The test set is only used in the final evaluation where the final classifica-
tion accuracy is calculated for the selected best feature subsets. The used
approach is a wrapper method that utilizing five different classifiers in-
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cluding Logistic Regression (LR), Linear Support Vector Machine (LSVM),
Naive Bayes (NB), Decision Tree (DT), and K-Nearest Neighbor (KNN)
separately. Regarding the time efficiency of the algorithm, PSO takes more
time to select the best feature subset in the suggested method, but it takes
the same amount of time in the testing step.
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Figure 3.4: PSO for feature selection using 10 fold cross validation

3.4 knowledge-guided medical concept pairings

In this section, the developed three-stage algorithm for extracting concepts
of phrases and constructing new features is described in detail. Fig. 3.5
presents the flowchart of the proposed three-stage method. The method
will construct new features by pairing medical concepts.

The input of the proposed method is a set of medical discharge notes.
Firstly, the method detects all of the meaningful phrases in the discharge
notes by utilizing the MetaMap tool [15] to extract their concepts from the
United Medical Language System (UMLS). After eliminating unrelated
features in the first stage, all the possible pairs of extracted expressions
are created as the constructed features. Then, Particle Swarm Optimisa-
tion (PSO) is applied to select a feature subset from all of the extracted
features in the first stage and the constructed features in the second stage.
The classifier is learned along with the PSO feature selection.
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Figure 3.5: The proposed three-stage method

It is expected that the proposed algorithm extracts meaningful fea-
tures and selects a more informative subset of the constructed features
and maintains or enhances the classification accuracy.

3.4.1 Feature construction method

All of the features are extracted based on the described approach in section
3.2. A paragraph is given below as an example to describe how MetaMap
works on the input discharge notes and what output it provides in the
classification process. Below is an example of raw clinical notes. Table 3.2
shows the detected phrases based on their concepts.

”Hyperlipidemia: The patient’s Lipitor was increased to 80 mg q.d.
A progress note in the patient’s chart from her assisted living facility
indicates that the patient has had shortness of breath for one day. The
patient is a 63-year-old female with a three-year history of occasional
weakness. Increasing large right-sided pulmonary edema.”

After the feature extraction, the obtained features are used to construct
new features. To consider the relationship between the extracted diseases
and symptoms, all of the possible pairs of (disease, disease), (disease,
symptom), and (symptom, symptom) are constructed for each document
and added to the extracted features. Table 3.3 shows the constructed fea-
tures for the extracted features from the sample sentences.
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Table 3.2: The extracted concepts of the example notes using MetaMap.

Sentences Detected Phrases Extracted Concepts Selected

First Sentence

hyperlipidaemia
[Disease or Syndrome] ✓

[Finding] ×
patient [Patient or Disabled group] ×

Lipitor
[Organic Chemical,
Pharmacologic Substance]

×

80% [Quantitative Concept] ×
mg++ increased [Finding] ×

Second Sentence

progress note
[Clinical Attribute] ×
[Intellectual Product] ×

patient chart [Manufactured Object] ×

assisted living facility
[Healthcare Related Organization,
Manufactured Object]

×

patient [Patient or Disabled group] ×

shortness of breath
[Sign or Symptom] ✓

[Clinical Attribute] ×
[Intellectual Product] ×

one day [Temporal Concept] ×

Third Sentence
occasional [Temporal Concept] ×
weakness [Sign or Symptom] ✓

Fourth Sentence pulmonary oedema [Disease or Syndrome] ✓

Table 3.3: The constructed features for the extracted features from the sample sentences
Cases Pairs Constructed Features
Case 1 (Disease, Disease) (Hyperlipidemia, Pulmonary Edema)

Case 2 (Disease, Symptom)
(Hyperlipidemia, Dyspnea), (Hyperlipidemia, Weakness)

(Pulmonary Edema, Dyspnea), (Pulmonary Edema, Weakness)
Case 3 (Symptom, Symptom) (Dyspnea, Weakness)

Case 4 Case 1 + Case 2
(Hyperlipidemia, Pulmonary Edema), (Hyperlipidemia, Dyspnea),

(Hyperlipidemia, Weakness), (Pulmonary Edema, Dyspnea),
(Pulmonary Edema, Weakness)

Case 5 Case 1 + Case 3 (Hyperlipidemia, Pulmonary Edema), (Dyspnea, Weakness)

Case 6 Case 2 + Case 3
(Hyperlipidemia, Dyspnea), (Hyperlipidemia, Weakness)

(Pulmonary Edema, Dyspnea), (Pulmonary Edema, Weakness),
(Dyspnea, Weakness)

Case 7 Case 1 + Case 2 + Case 3
(Hyperlipidemia, Pulmonary Edema), (Hyperlipidemia, Dyspnea),

(Hyperlipidemia, Weakness), (Pulmonary Edema, Dyspnea),
(Pulmonary Edema, Weakness), (Dyspnea, Weakness)
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After the feature construction step, all of the created pairs are added to
the obtained feature set in the concept selection step. In Table 3.4, the last
column presents the total feature size for each case. The obtained output
will be used instead of the original documents in the binary classification
problem. The first stage keeps the informative features and the second
stage enriches the feature set. For giving weights to the extracted phrases
of the documents, TF-IDF is utilized in the vectorization phase and each
document is represented as a vector of weights based on the TF-IDF func-
tion.

3.5 Experimental design

3.5.1 Dataset and preprocessing

The performance of the proposed approaches is evaluated on two data
sets, the 2010 Informatics for Integrating Biology and the Bedside (i2b2)
and the 2008 Informatics for Integrating Biology and the Bedside (i2b2) [58]
data sets. The labels of the 2010 i2b2 [168] data set are CAD (Coronary
Artery Disease) and non-CAD that form a binary classification problem.
The data set includes 426 documents which are 170 documents for train-
ing and 256 documents for testing. This is the first time that the data set
is used for a text classification problem. This approach focuses on binary
classification, so all the documents are labeled based on whether or not
Coronary Artery Disease (CAD) is present. Each document in the original
data set has three files consisting of ”Concepts.con”, ”Relations.rel”, and
”Assertions.ast” which were provided by the i2b2 organization for Rela-
tions Challenge. We used the content of ”Assertions.ast” file of each doc-
ument to determine its label. As shown in Fig. 3.6, there are a number of
problem names inside each Assertion file. To label all of the documents, at
the first step, all the lines of the file are searched for the ”Coronary Artery
Disease” phrase. If the phrase is found by the search, the second step will
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be checking whether the disease is present or not. If the name of illness ap-
pears with the phrase ”present” in the same line, we will consider that the
document is in the CAD class. The first line of Fig. 3.6 indicates a sample
of both the phrases ”Coronary Artery Disease” and ”present” occurring
in the same line. By following this rule, all of the labels of 170 training
documents and 256 test documents are extracted.

Figure 3.6: A subpart of the Assertions file.

Table 3.5 presents the labels of i2b2(2008) [58]: Present, Absent and
Questionable. The data set has sixteen tasks, in which six of the tasks have
not Questionable labels and the size of instances for Questionable label is
very small for the other tasks. Hence, we filtered this label.

In the first approach, all of the features are extracted by considering
two specific concepts (”Disease or Syndrome” and ”Sign or Symptom”)
by employing the MetaMap tool and utilizing the UMLS. Then, the ex-
tracted features are used in training the classifiers. In the second approach,
PSO is applied to the extracted features from the first approach to elimi-
nate redundant features. In the third approach, all of the possible pairs
of obtained features from the first approach are constructed for the out-
put of each document separately and added to the extracted features of
each document. Next, the following preprocessing steps are applied to the
obtained results of the feature extraction step:

• Hold only words and delete punctuation, numbers, etc. Convert all
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words to lowercase.

• Delete words which are less than 3 letters long. For example, remov-
ing ”am” but keeping ”are”.

• Remove the 524 SMART stopwords.

• Extract stems of the remained words.

The 2010 i2b2 data set [168] includes 426 documents with 7554 unique
terms. Table 3.4 shows the total number of features for each case after ap-
plying the first and second stages (check the last column). Table 3.8 shows
the total number of features for each task of the 2008 i2b2 data set [58] after
applying the first and second stages (check the fourth column).

3.5.2 Parameter Settings

The size of used datasets is small due to privacy issues in the medical area.
Hence, five different classifiers (Logistic Regression (LR), Linear Support
Vector Machine (LSVM), Naive Bayes (NB), Decision Tree (DT), and K-
Nearest Neighbor (KNN)) are employed for the experimental comparison
separately. These methods can be a good choice when the dataset is not
large. The classification F1-measure is calculated on the testing documents
to evaluate the performance of the classifiers.

Some of the classifiers’ parameters are tuned to get better results. The
inverse of regularization strength (”C”) is adjusted to 10 in the Logistic Re-
gression. The number of the neighbors is set to the value 28 in KNN. The
maximum depth of the tree and the random number generator is adjusted
to values 14 and 11 in the Decision Tree classifier, respectively. Further-
more, an early stopping rule is chosen to avoid overfitting in training SVM
and Logistic Regression classifiers. In the SVM classifier, the strength of
the regularization (”C”) is adjusted to 5e5. The Kernel value is set to ’rbf’.
The kernel coefficient (”gamma”) and the tolerance for stopping criterion
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Table 3.6: PSO parameter setting
PSO Parameters Value
Population Size 30
Maximum Number of Iteration 100
Dimension of Original+PSO [3] 7554
Dimension of UMLS+PSO [3] 780
Dimension of case 1 10107
Dimension of case 2 11261
Dimension of case 3 4199
Dimension of case 4 20578
Dimension of case 5 13518
Dimension of case 6 14670
Dimension of case 7 24074
Velocity [-3, 3]
Threshold (θ) 0
Acceleration Coefficients 2.0
Run Times 30

(”tol”) parameters are set to 1e-06 and 1e-05, respectively. The rest of the
classifiers’ parameters are kept the same as default values.

Table 3.6 presents the set parameters of PSO which are proposed in [17].
The values for particles are initialised using numbers in [-1, 1], and the
threshold (θ) is set to zero, hence, about 50% of the features will be se-
lected. Some documents will disappear if less than 50% of features are
selected.

3.5.3 Evaluation criteria

As the used data sets in this chapter are imbalanced, the macro F1-measure
metric is used as it is common for analyzing imbalanced data sets. The
performance of each classifier is calculated by evaluating the macro F1-



3.6. RESULTS, DISCUSSION AND FURTHER ANALYSIS 75

measure metric for all of the used methods:

Precision =
TP

(TP + FP )
(3.1)

Recall =
TP

(TP + FN)
(3.2)

F1measure =
1

N

N∑
i=1

2 ∗ (precision ∗ recall)
(precision+ recall)

(3.3)

where N presents the number of classes, TP (True Positive) is the num-
ber of correctly identified documents, FP (False Positive) is the number
of incorrectly identified documents and FN (False Negative) is the num-
ber of incorrectly rejected documents. Our approach is a wrapped-based
method. Hence, a classifier is employed to run with PSO to evaluate the
value of fitness function parameters (TP , FP , and FN ).

The evaluation in the medical document classification context is the
same as the general evaluation criteria. If the suggested features manip-
ulation approaches improve the classification F1-measures, it means the
extracted, selected and, constructed features are meaningful and lead to
better classification performance.

3.6 Results, discussion and further analysis

3.6.1 Results

Five different classifiers are employed to assess the proposed approaches
on the i2b2 (2010) data set [168]. As i2b2 (2008) data set [58] is bigger and
there are 16 tasks, the best feature construction method is selected to apply
to the i2b2 (2008) data set [58]. The suggested approaches are applied to
the training set using 30 independent PSO runs.
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Discussion based on feature size

Our three-stage approach has seven cases (case1 to case7) and they use
different pair combinations shown in Table 3.4. All of the cases of dif-
ferent features are shown in Table 3.7. It shows the average (and stan-
dard deviation values for stochastic methods) of the selected features by
different approaches. ”Original”, ”UMLS” and ”UMLS + Pairs” meth-
ods are deterministic and use all of the features without any feature se-
lection. ”Original” is using all unique terms in the original documents.
”UMLS” approach is using the extracted features from UMLS by applying
the MetaMap tool. The ”UMLS + Pairs” method is utilizing the detected
features from UMLS and the constructed pairs of features. ”Original +

PSO” [3], ”UMLS+PSO” [3] and ”UMLS+Pairs+PSO” are stochastic
methods by applying PSO to select a feature subset. The smallest fea-
ture subset belongs to the ”UMLS + PSO” method which contains only
10.33% of the original features. Among seven cases of different pairing,
the smallest number of features is allocated for case 3 in ”UMLS +Pairs”
and ”UMLS + Pairs + PSO” with 55.59% and 27.02%, respectively. By
comparing the number of the selected features for the deterministic and
stochastic versions of the proposed approach, it can be concluded that the
feature size of the stochastic method (UMLS+PSO) is approximately 50%
smaller than the deterministic method.

Table 3.8 shows the statistical results related to the number of features
of each task in the i2b2 (2008) data set [58] for the methods. The lowest
numbers of the selected features belong to the two-stage approach which
is approximately 3.5% of the original number of features. The highest
numbers of the features are selected by the three-stage approach which
is almost 90% of the original number of features for each task.
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Discussion based on classification performance

Table 3.9 compares the statistical results of the deterministic and stochastic
versions of the proposed feature construction approaches with the pairs.
The best results are highlighted and the three-stage method (with PSO)
shows better performance than the three-stage method (without PSO) [3]
in Naive Bayes, SVM, KNN, and Logistic Regression classifiers. A Fried-
man test is applied to rank the seven feature construction methods’ perfor-
mance based on classifiers. Therefore, 35 different combinations of meth-
ods (seven) and classifiers (five) are fed to the Friedman test. Case 2 with
the SVM classifier is selected as the best combination. Hence, the case 2
feature construction approach by using the SVM classifier is applied on
i2b2 (2008) [58] for comparison with other approaches.

The quality of the selected feature subsets is evaluated on the test set
by using the gained best feature subsets from each run. The experimen-
tal results are computed by considering the classification F1-measures of
the 30 selected feature subsets. Table 3.10 compares the statistical results
for six approaches. The standard deviation and average of F1-measures
are calculated for all of the classifiers and the Wilcoxon signed ranks test
[43] with a significance level of 0.05 is used to test whether the suggested
approach has made a significant difference in classification accuracy. In
Table 3.10, the ”T” column presents the significance test of the proposed
approach against the other approaches in the previous column, where ”+”
means the suggested three-stage method is significantly more accurate,
”=” means no significant difference, and ”-” means significantly less accu-
rate. The best results are highlighted in the table.

From Table 3.10, it can be concluded that the proposed three-stage ap-
proach has achieved considerably higher classification F1-measure than
other methods for Naive Bayes, SVM, and Logistic Regression classifiers.
The UMLS method [2] shows better performance with the KNN classi-
fier by using only 780 features which is 10.33% of the original features’
number. The three-Stage approach gains significantly better classification
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F1-measure in most of the cases.

The statistical results of i2b2 (2008) [58] are presented in Table 3.11
for the proposed approaches. Wilcoxon test is used to compare the ap-
proaches with α = 0.05 in Table 3.11. The highlighted entries are sig-
nificantly better with α < 0.05. The Three − Stage approach is outper-
formed the other methods in five tasks (Asthma, CHF, Gallstones, Obesity,
and OA). The Two − Stage approach showed better performance in four
tasks (GERD, Hypertension, OSA, and PVD). The best results for CAD,
Depression, Hypertriglyceridemia, and Venous Insufficiency diseases are
achieved by the Original + PSO method. The Three− Stage approach is
showed better performance as the number of the achieved best results is
more than the other approaches.

3.6.2 Further analysis

For further analyzing three-stage, two-stage, and UMLS approaches, we
compared the obtained experimental results by the proposed approaches
with five different methods. The compared methods are divided into two
groups. Kappa [167], Solt [155] and Yao [192] used rule-based approaches
to classify i2b2 (2008) data set [58]. Meanwhile, Ambert [12] and Garla [58]
used automatic feature engineering methods to solve the i2b2 (2008) chal-
lenge [58]. Our methods three-stage, two-stage, and UMLS utilizes an au-
tomatic system to enrich the data set.

Table 3.12 compares the statistical results of the three-stage, two-stage,
original+PSO, UMLS+Pairs, UMLS and Original with the other five meth-
ods. The suggested three-stage approach shows better performance in
five tasks (CHF, GERD, OSA, OA, and PVD). The Superlin [58] method
shows better performance in four tasks including Depression, Gout, Hy-
pertriglyceridemia, and Venous Insufficiency. Yao’s method [192] showed
better F1-measure in three tasks (Asthma, Diabetes, and Obesity). The pro-
posed three-stage approach showed better performance by improving five
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tasks of i2b2 (2008) [58] which this number is more than the best-achieved
results by the other methods. This performance is impressive considering
that our method is fully automatic without using rules.

3.7 Chapter Summary

This chapter has proposed three new approaches to medical document
classification by focusing on feature extraction, feature construction, and
feature selection methods. The first approach proposes a medical ontology-
driven feature engineering method to reduce the number of features as
well as persist with meaningful features. In conjunction with the MetaMap
tool, we map meaningful phrases in the medical text to specific UMLS
medical concepts. The related concepts to the problem domain are se-
lected as features. The number of features is reduced significantly by se-
lecting ”Disease or Syndrome” and ”Sign or Symptom” concepts, which
are the most important in the domain of clinical notes. Experimental re-
sults show that the suggested approach can accomplish significantly better
classification F1-measure than the common pipeline method. The second
approach introduces a two-stage approach to investigate domain concepts
and determine which concepts are discriminative to a classification prob-
lem. It is able to extract meaningful features from the document set and re-
duce the number of features. Moreover, the two-stage approach improves
the classification performance in the majority of the candidate classifiers
by using a small-size feature subset. Experimental results illustrate that
the proposed method can achieve significantly better classification perfor-
mance than the first approach. The third approach introduces a three-stage
method to utilize domain concepts and their relations to enrich the input
data for a classification problem. The proposed approach is able to im-
prove the quality of the input data set by constructing new features and
increase the classification performance in the majority of the targeted clas-
sifiers. From the experimental examinations, it can be seen that the sug-
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gested approach can achieve significantly better classification F1-measure
than the suggested state of the art method for i2b2 (2008) data set [58].

This chapter presents the potential of utilizing UMLS for feature ex-
traction, construction and selection method in clinical document classifi-
cation, however, it still needs more research to improve the classification
performance.



Chapter 4

Ontology-guided data
augmentation for medical
document classification

4.1 Introduction

Medical document classification is different from common document clas-
sification in terms of text terminology. In our medical document classi-
fication, the content explains a set of medical events in a discharge note,
with the objective of providing a clarification as accurately and compre-
hensively as conceivable when explaining the health condition of a pa-
tient. Mainly, such text massively uses domain-specific vocabulary and
acronyms, making medical note analysis significantly different from com-
monly considered document classification. In addition, different combi-
nations of domain-specific clinical events in a medical discharge note can
explain a patient’s health status completely differently. Hence, extracting
important information to analyze clinical documents is exceptionally im-
perative.

One of the important factors which has effect on the classification ac-
curacy is the size of the data set for training the model. Generally, there is

87
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a lack of adequate data in medical area [143]. When the training data set
is not big enough, the trained classification model does not have sufficient
instances to learn. Hence, the prediction of the classifier will not be sat-
isfactory. This issue can be worse when the data set contains documents
with not enough text, such as document abstracts. One possible solution
to address the issue is to augment data for training the model.

Data augmentation is a methodology that empowers experts to build
the assorted variety of data accessible for training models, without really
gathering new data. Data augmentation has many applications in image
classification, sound and speech classification [138]. But there is not much
work for text. It is not appropriate to augment the text by utilizing sig-
nal transformations as commonly used in image or speech classification.
Because the order of words in text is important and may have semantic
meaning. Hence, the best approach for doing data augmentation is to
paraphrase the sentences in the documents by human. But this is very
expensive due to lack of data. Replacing words and expressions with their
synonyms can be a reasonable choice in data augmentation [198]. How-
ever, these methods are using normal dictionaries for augmentation and
some domain specific terms or acronyms do not have synonyms in normal
dictionaries.

As there are domain-specific vocabulary and acronyms in medical dis-
charge notes, finding synonyms is not trivial and this requires domain
knowledge. General dictionaries such as WordNet do not contain all of
domain-specific vocabulary and acronyms. Hence, there is not any guar-
antee they will detect all of the domain-specific vocabulary. They provide
a set of synonyms for the detected words and expressions in documents
which can not be enough knowledge to use for data augmentation. It can
be more promising if we use a domain-specific ontology which can pro-
vide more information regarding the detected phrases in documents. In
this chapter, an ontology-based method is introduced for data augmen-
tation by targeting concepts of words and expressions in the documents.



4.1. INTRODUCTION 89

This method will replace all of the words and phrases with their scientific
names if they belong to a concept in the medical field.

4.1.1 Chapter Objectives

By considering the domain of the targeted classification tasks, two data
augmentation methods (a domain-specific approach and a hybrid approach)
are introduced in this chapter for medical document classification prob-
lems. Different from most existing approaches, the proposed methods aim
at generating new documents using a domain specific ontology (Unified
Medical Language System) and a general dictionary (WordNet) to con-
struct discriminative and more informative new documents. The overall
goal of this chapter is to propose effective augmentation methods which
can improve the medical document classification performance. In this
chapter the following research objectives are addressed:

• Design a new ontology-based data augmentation approach (SciName)
for constructing new documents by considering the concept of words
and expressions.

• Compare the SciName method with SynName [171] (an existed synonym-
based for general texts) method by analyzing their effectiveness for
medical document augmentation.

• Combine the two methods (SynName and SciName) to enhance the
classification performance by increasing the size of training data sets.

• Compare the classification performance of proposed data augmen-
tation approaches (SciName and SynName + SciName) with other
developed approaches for the i2b2 (2008) challenge [58].
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4.1.2 Chapter Organization

The rest of the chapter is organized as follows. Section 4.2 describes the
proposed ontology-guided data augmentation approach to construct new
documents from the original documents. Section 4.3 presents the pro-
posed combined ontology and dictionary based approach for medical doc-
ument classification problems. Section 4.4 describes the experiment de-
sign, classification methods, data sets and parameter settings for compar-
ison. Section 4.5 presents the results and discussion. Section 4.6 provides
further analysis on the obtained best cases compared with some existing
works. The achievements of the two approaches, and their limitations are
summarised in section 4.7.

4.2 The proposed Ontology-guided data augmen-

tation approach

In this section, we describe the proposed new data augmentation method
and the utilized tools for extracting concepts of words and expressions for
producing new documents. The proposed approach targets on concepts of
words and expressions to replace them with their scientific names. Fig. 4.1
shows the flowchart of the proposed ontology-based approach for data
augmentation.

The input of the proposed approach is a set of clinical documents.
Firstly, the method parses each document and tokenize the content based
on sentences. Then, MetaMap tool [15] is employed to detect the meaning-
ful phrases and their concepts in each sentence from the Unified Medical
Language System (UMLS) [23]. After finding the phrases with a concept,
the scientific name of the detected words or expressions are used to replace
their corresponding phrases in the sentence. All of the new documents are
created by applying the method. Next, all of the features are extracted
from the original data set and the newly created data set. Then, a classifi-
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Figure 4.1: The proposed data augmentation for medical document classi-
fication

cation method is used to predict the test set labels such as Convolutional
Neural Network (CNN) [56], Recurrent Neural Network (RNN) [56] and
Hierarchical Attention Network (HAN) [56] methods. The output predicts
the label of a document.

It is expected that the proposed approach which produces meaningful
documents and keeps their class label based on the original documents,
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can enhance the classification accuracy.

4.2.1 Data augmentation based on UMLS

There are many domain-specific words and expressions in medical docu-
ment and data augmentation requires domain knowledge. In this section,
an ontology-guided approach is introduced for short text augmentation as
a preprocessing stage.

UMLS is a domain-specific dictionary in the biomedical field. It pro-
vides an ontology structure of medical terminology concepts. In the pro-
posed approach (”SciName”) [6], each document in the data set (D) is
analyzed independently. Firstly, the xth document (Dx) is tokenized to
sentences (S). Then, the ith sentence (Si) is sent to the UMLS by using the
MetaMap tool. MetaMap extracts all of the concepts of the detected mean-
ingful expressions in Si from the UMLS. Next, all of the detected phrases
are replaced with their extracted scientific names from the UMLS. Finally,
Si is updated in Dx. This process is repeated on all of the sentences of doc-
uments to make new documents. Algorithm 4.1 shows the pseudo code of
the proposed ontology-guided data augmentation. All of the expressions
belong to a concept in UMLS and have a unique scientific name in UMLS
called meaningful phrases in the algorithm.

A document segment is given below to illustrate how MetaMap works
on the input medical documents and what output it returns in the data
augmentation process. The following is a sample of a clinical note.

”An 80-year-old female with known rheumatic heart disease, with
mitral regurgitation, paroxysmal atrial fibrillation, who underwent
an AV ablation and post ablation requiring a permanent pacemaker,
who now complains about progressive shortness of breath, orthopnea,
and ankle edema, and referred for surgery.”

Figure 4.2 shows the output of the MetaMap for the sample document.
Table 4.1 presents the detected expressions with their concepts and scien-
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Figure 4.2: A segment of returned results of extracted concepts using
MetaMap
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Algorithm 4.1: Ontology-guided data augmentation
Input : Set of medical documents (D)
Output: Set of new medical documents

1: x← 0

2: maxIter ← |D|
3: while x < maxIter do
4: Tokenization: Tokenize Dx to sentences (S);
5: for i = 1 to |S| do
6: Detect all of the meaningful phrases which belong to a

concept in UMLS by using MetaMap for Si

7: Replace the detected phrases with their extracted unique
scientific names from the UMLS (Supdated

i )
8: Replace Si with Supdated

i in Dx

9: x← x+ 1

10: return set of the new produced medical documents;

tific names for each phrase of the sample document. The concepts and sci-
entific names of each detected phrase in the table is extracted by analyzing
the lines 4, 9, 14, 19, 24, 29, 34, 39 and 40 shown in Figure 4.2 for the exam-
ple document segment. Firstly, the phrase appearing in square brackets is
extracted as a concept of the detected expression in the sentence. Then, the
phrase appeared within the round parentheses at the same line is extracted
as a scientific name of the detected expression. Finally, the extracted scien-
tific name is used to replace the original expression in the sentence. This
process is applied on all of the three sentences of the sample note. Below
is the final output of the proposed method for the example clinical note.

”An 80-year-old woman with known rheumatic heart disease, with
mitral valve insufficiency, paroxysmal atrial fibrillation by ECG find-
ing, who underwent an AV destructive procedure (surgical) and post
destructive procedure (surgical) requiring a permanent pacemaker,
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Table 4.1: The detected phrases of the example notes using MetaMap.
# Detected Phrases Extracted Concepts Replaced Phrases
1 female [Population Group] woman
2 mitral regurgitation [Pathologic Function] mitral valve insufficiency
3 paroxysmal atrial fibrillation [Disease or Syndrome] paroxysmal atrial fibrillation by ECG finding
4 ablation [Therapeutic or Preventive Procedure] destructive procedure (surgical)
5 now [Temporal Concept] now (temporal qualifier)
6 shortness of breath [Sign or Symptom] dyspnea
7 ankle edema [Pathologic Function] ankle edema (finding)
8 referred [Functional Concept] referring
9 surgery [Biomedical Occupation or Discipline] surgery specialty

who now (temporal qualifier) complains about progressive dyspnea,
orthopnea, and ankle edema (finding), and referring for surgery spe-
cialty.”

The proposed data augmentation approach is able to provide more par-
ticular knowledge from UMLS. Hence, the length of the output is longer in
comparison with the length of the original input. For instance, the phrase
”ablation” is exchanged to ”destructive procedure (surgical)” and the expres-
sion ”mitral regurgitation” is transformed to ”mitral valve insufficiency”. The
suggested approach is able to provide more meaningful information by
utilizing UMLS. At the end, the newly constructed notes are utilized to
feed to the candidate classifier in the training step together with the origi-
nal discharge notes to increase the clinical document classification perfor-
mance.

The classification performance is used to evaluate the resulting docu-
ments. If a trained classification model by the original medical document
plus the resulting documents can improve the medical document classi-
fication performance, it can be concluded that the resulting documents
helped the classifier to learn better in the training step.
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4.3 The proposed combined ontology and dictionary-

based approach

In this section, we combine the suggested ontology-guided approach with
the synonym-based method to provide more data for the training model.
Figure 4.3 demonstrates the introduced method overall. In the synonym-
based method (SynName [171]), WordNet dictionary is used to find the
synonyms of words and then a 100-dimensional pretrained GloVe model
1 which is trained on Wikipedia data is employed to find the highest simi-
larity synonym of each word to replace it in the document. The produced
documents from the SynName method and the constructed documents
from the SciName method are added to the target set. The output of
the combined approach increases the size of the training data three times.
Then, the tripled data feeds to the model for training. Figure 4.4 describes
the oversampling on the classes in detail. It is expected that the newly
produced documents with new features in them will improve the classifi-
cation performance on the applied medical tasks.

4.4 Experiment design

The aim of evaluation is to figure out if the proposed augmentation ap-
proaches can improve the medical document classification performance
and solve the shortage of data issues in the medical area.

4.4.1 Classification methods

To get an advantage from deep learning methods, it is better to have more
data to feed these data-hungry models. Hence, in the ontology-based
and the combined data augmentation approaches, the new documents are
made and mixed with the original documents to use for classification. The

1From the GloVe website http://nlp.stanford.edu/data/glove.6B.zip
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Figure 4.4: The oversampling on the classes by using SynName and Sci-
Name methods for medical document classification in detail

baseline approach is the “Original” method. We use three deep learning
(DL) models, including a convolutional neural network (CNN) [56], a re-
current neural network (RNN) [56], and a hierarchical attention network
(HAN) [56]. The performance is calculated by evaluating the macro F1-
measure metric for all of the used ML methods.

Word2Vec is a presentation approach to convert words to numbers.
Word2Vec word embedding is used to represent word tokens into numer-
ical vectors. Word embedding represents the semantic meaning of each
word in a numerical vector form. Word2Vec makes word embedding by
utilizing a feed-forward neural network to anticipate the context words
for an input word. The word embedding is trained on all documents lo-



4.4. EXPERIMENT DESIGN 99

cally in the training and test data sets and transformed each word to its
corresponding embedding. Then, the learned word embedding is used to
generate the input for CNN [56], RNN [56] and HAN [56]. The size of
word embedding is 350.

4.4.2 Data set and preprocessing

The performance of the suggested ontology-guided data augmentation is
evaluated on the 2010 Informatics for Integrating Biology and the Bedside
(i2b2 2010) [168], the data set of 2008 Informatics for Integrating Biology
and the Bedside (i2b2) [58] and the PubMed data set [56]. All of the de-
tails about i2b2(2010) [168] and i2b2(2008) [58] data sets are provided in
Chapter 3.

The labels of the PubMed data set [56] are metabolism, physiology, ge-
netics, chemistry, pathology, surgery, psychology, and diagnosis. The data
set includes 8000 documents, each class has 1000 documents with 70% of
documents for training and 30% for testing. The PubMed data set [56]
has 30178 various terms. The size of the training sets of all data sets
will double/triple by adding the new produced documents to the origi-
nal ones. For example, the number of the train documents in SynName

and SciName is increased to (5600×2=) 11200 in PubMed dataset [56] and
(426×2=) 852 in i2b2(2010) [168] by adding the new augmented documents
in SynName and SciName approaches. The 852 input documents from
i2b2 (2010) contain 14920 various terms. The 11200 input documents from
PubMed [56] include 59151 different terms.

4.4.3 Parameter Settings

Three different ML methods are used to evaluate the proposed approach.
Ten percent of the original training set in all of the tasks are considered as a
validation set. The suggested parameters in [56] are used for the employed
neural network approaches. Early stopping by considering the validation
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F1-measure (three epochs without any improvement) is used to terminate
the training step.

The used CNN [56] architecture has three separate parallel convolu-
tional layers with 100 filters for each one. The input documents are fed to
each CNN layer at the same time. One CNN has a kernel (window) size
of 3, the other has a size of 4 and the third one has a size of 5. The output
of each CNN layers goes through a separate max pooling operation and
the results (3 vectors) are concatenated into one vector which is then sent
to the fully connected layer. The output of this architecture for each input
document is 300 channels × number of words. The applied dropout rate
is 50% [56].

HAN [56] is a deep learning model developed for document classifi-
cation. It contains two hierarchies. The lower hierarchy analyzes a line
in word level and it feeds with a word embedding. Then, it uses a bidi-
rectional GRU (Gated Recurrent Unit) to apply an attention mechanism to
find more important words. The output is a line embedding which is feed
to the upper hierarchy to analyze a document in line level. A dropout with
50% value is applied on the produced document embedding and finally, a
softmax function is employed to predict a label of each document.

The RNN architecture uses an attention mechanism (which is similar
to a single hierarchy of HAN method). A bidirectional GRU with attention
and 200 number of hidden cells is utilized with dropout and softmax. The
used optimizer is Adam with learning rate of 0.0002. The applied dropout
rate is 50%.

4.4.4 Evaluation criteria

Macro F1-measure metric is used as it is common for analyzing imbal-
anced data sets. As the PubMed [56] is a balanced data set, accuracy met-
ric is applied on it too. Hence, the performance of each classifier is calcu-
lated by evaluating macro F1-measure/accuracy metrics for all of the used
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methods based on the candidate data set:

Accuracy =
(TN + TP )

(TN + TP + FN + FP )

=
Number of correct assessments

Number of all assessments

(4.1)

where TP (True Positive) is the number of correctly identified docu-
ments, FP (False Positive) is the number of incorrectly identified docu-
ments, TN (True Negative) is the number of correctly rejected documents
and FN (False Negative) is the number of incorrectly rejected documents.
Our approach is a wrapped-based method. Hence, a classifier is employed
to run with PSO to evaluate value of fitness function parameters (TP , FP ,
TN and FN ).

4.5 Results and discussion

Three different approaches are applied on the original documents in each
data set. In first approach (SynName), we used WordNet dictionary to ex-
tract all of the synonyms of the every word appeared inside of a document.
Then, the most similar synonym is found by using the GloVe pre-trained
model 2 and used to replace the original word to generate new documents.
The used GloVe model provides 100-dimensional vector which is trained
on Wikipedia data with 6 billion tokens (expressions) and a 400,000 word
vocabulary. In the second approach (our proposed SciName), UMLS is
employed to find scientific names of the appeared phrases in the docu-
ments based on their concepts to replace with the original phrase in the
document. In the third approach, we added together the augmented docu-
ment from both the SynName and SciName approaches with the original
data set (denoted as SynName+SciName). ALL the augmentation meth-
ods are applied on the training set only. Then, experimental results are
calculated using 30 independent runs on the original test set.

2From the GloVe website http://nlp.stanford.edu/data/glove.6B.zip
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4.5.1 Significant test

Tables 4.2 to 4.7 compare the statistical results of the four methods, i.e., the
original one without augmentation, SynName, SciName and SynName+

SciName methods. The average, best and standard deviation of accura-
cies and F1-measure are provided for each ML method and the statistical
significance test is done on the experiment results of the 30 runs to com-
pare the three approaches. The paired Wilcoxon signed rank test with sig-
nificance level of 0.05 is used to assess whether the proposed approaches
(SciName and SynName+ SciName) have made significant difference in
the classification performance. In tables 4.2 to 4.7, the ”T” column indi-
cates the significance test of each approach against the previous columns
(methods), where ”+” indicates the suggested method is significantly bet-
ter, ”=” no significant difference, and ”-” significantly less accurate. The
best results are highlighted in the tables. For example, table 4.2 presents
the significant test of the SynName+ SciName approach for PDV disease
with ”+ - =” result. Here, ”+” means SynName+SciName is significantly
better than Original, ”-” means SynName+ SciName is significantly less
accurate than SynName and ”=” means there is no significant difference
between SynName+ SciName and SciName.

4.5.2 Discussion based on classifiers (i2b2 2008 dataset)

Tables 4.2, 4.3 and 4.4 present the obtained results for SynName+SciName,
SciName, SynName and Original approaches. In table 4.2, SciName ap-
proach has improved the classification performance in ten tasks out of the
sixteen tasks by using CNN in comparison to the Original and SynName

methods. The method shows big improvement in eight tasks (Asthma, De-
pression, Gallstones, GERD, Gout, Hypercholesterolemia, Hypertension
and OA). Table 4.3 provides the achieved results by RNN. SciName has
enhanced F1-measure in comparison to the Original and SynName meth-
ods in eight tasks in which the improvements in six of them (Asthma, CHF,
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Depression, Gallstones, Gout and Hypertriglyceridemia) are substantial.
Comparison of HAN classification performance for the SciName method
is shown in table 4.4. The results demonstrate that the improvement in six
tasks which the classification performance is noteworthy in three of them
(CHF, Depression and Gallstones). Overally, the SciName has achieved
the highest F1-measure (89.66%) for Gout task by using RNN in compari-
son to the original and SynName methods.

Tables 4.2, 4.3 and 4.4 present the F1-measure obtained results for the
combined method in comparison with other three methods (Original, SynName

and SciName) on i2b2(2008) data set [58]. The combined method with
CNN model improved in ten tasks. The improvement is remarkable in
eight tasks (Asthma, CAD, Gallstones, GERD, Gout, Hypercholesterolemia,
Hypertension and OA). The highest enhancement achieved in CAD task
with 92.09% F1-measure. Table 4.3 demonstrates the performance of the
suggested approach by using RNN model. It outperformed the other
methods in thirteen tasks by showing a big improvement in ten of them
(Asthma, Depression, Diabetes, Gallstones, GERD, Gout, Hypercholes-
terolemia, OA, PVD and Venous Insufficiency). The improvement by com-
bined method and RNN model is noticeable in Hypercholesterolemia, OA
and Venous Insufficiency tasks with 84.31%, 88.30% and 74.20% F1-measures,
respectively. From table 4.4, it is obvious that the combined method by
using the HAN model upgraded the F1-measure values in majority of
the tasks except the CHF task. While HAN improved fourteen tasks in
comparison with the other approaches, the obtained F1-measures by RNN
model for the combined method is higher almost in all of the tasks.

4.5.3 Discussion based on classifiers (PubMed dataset [56])

The SciName approach is tested on two other data sets (PubMed [56] and
i2b2(2010) [168]) too. By analyzing tables 4.5, 4.6, and 4.7, it is clear that
the neural network methods are improved in accuracy and F1-measure by
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using the domain-specific ontology to augment the training documents in
comparison to the Original and SynName methods which provides more
information in learning process to the used model. The SciName method
presents better performance in comparison with SynName in PubMed [56]
and i2b2(2010) [168] data sets. RNN shows significant improvement in
both of the data sets. It achieved 85.57% accuracy, 85.37% F1-measure for
the PubMed data set [56] and 94.66% F1-measure for the i2b2(2010) data
set [168].

By analyzing tables 4.5 and 4.6, it is clear that the neural network meth-
ods are improved in accuracy and F1-measure by using combination of the
original data set with the obtained augmented data sets from the two in-
troduced augmentation methods for PubMed data set [56]. The highest
accuracy and F1-measure in tables 4.5 and 4.6 belong to RNN with values
90.80% and 90.91%, respectively. Table 4.7 provides the statistical results
for i2b2(2010) data set [168]. In the table, CNN, RNN and HAN show
high F1-measure in the combination approach (SynName+SciName). The
highest F1-measure belongs to RNN with 96.43%.

4.5.4 Conclusion

In tables 4.2 to 4.7, the suggested combined (SynName + SciName) ap-
proach shows better performance in comparison with the SciName and
the SynName methods [198].

Interestingly, although some of the resulting documents look gibber-
ish to human readers, the generated documents improve the classifier
performance. This might be because our approach works at word level
which can tolerate non-sense sentences as long as they contain meaning-
ful words. Our method not only works well on clinical notes (such as
i2b2(2008) [58] and i2b2(2010) [168]), but also it shows promising results
on related biomedical notes (PubMed set [56]).
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Table 4.5: Comparison of classification accuracy and standard deviation
averages using 30 independent runs for PubMed data set [56]. The sig-
nificant test is for the combined approach against others(Wilcoxon Test,
α = 0.05)

Methods Original SynName SciName SynName+SciName

Classifiers
Accuracy Accuracy Accuracy Accuracy

Ave±Std (Best) Ave±Std (Best) T Ave±Std (Best) T Ave±Std (Best) T
CNN [56] 71.64±0.55 (72.67) 80.64±0.63 (81.84) + 80.80±0.51 (82.08) += 84.16±0.66 (85.42) +++
RNN [56] 71.53±1.03 (73.50) 84.42±0.90 (86.38) + 85.57±0.62 (86.75) ++ 90.80±0.45 (91.63) +++
HAN [56] 71.29±0.69 (72.88) 84.29±0.85 (85.38) + 85.00±0.94 (86.92) ++ 90.75±0.49 (91.79) +++

Table 4.6: Comparison of classification F1-measure and standard devia-
tion averages using 30 independent runs for PubMed data set [56]. The
significant test is for the combined approach against others(Wilcoxon Test,
α = 0.05)

Methods Original SynName SciName SynName+SciName

Classifiers
F1-measure F1-measure F1-measure F1-measure

Ave±Std (Best) Ave±Std (Best) T Ave±Std (Best) T Ave±Std (Best) T
CNN [56] 71.54±0.76 (72.64) 80.42±0.69 (81.42) + 80.48±0.71 (81.81) += 84.34±0.54 (85.36) +++
RNN [56] 71.62±0.73 (72.97) 84.07±0.88 (85.64) + 85.37±0.90 (87.00) ++ 90.91±0.58 (91.98) +++
HAN [56] 70.96±0.82 (72.21) 84.21±1.23 (86.16) + 84.95±0.73 (86.36) += 90.85±0.79 (91.99) +++

Table 4.7: Comparison of classification F1-measure and standard devia-
tion averages using 30 independent runs for i2b2 2010 data set [168]. The
significant test is for the combined approach against others(Wilcoxon Test,
α = 0.05)

Methods Original SynName SciName SynName+SciName

Classifiers
F1-measure F1-measure F1-measure F1-measure

Ave±Std (Best) Ave±Std (Best) T Ave±Std (Best) T Ave±Std (Best) T
CNN [56] 77.66±13.16 (90.22) 92.40±1.95 (95.62) + 92.72±0.90 (95.10) += 94.15±1.12 (97.44) +++
RNN [56] 85.51±8.00 (91.37) 91.30±2.74 (97.51) + 94.66±1.32 (96.92) ++ 96.43±0.68 (98.12) +++
HAN [56] 56.11±18.78 (90.35) 86.90±7.23 (97.48) + 93.75±2.55 (96.87) ++ 96.27±0.73 (97.51) +++

4.6 Further analysis

For further analyzing the proposed SciName and SynName + SciName

methods, we compared the obtained experimental results by three differ-
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ent ML models with five different existing methods. The compared meth-
ods are divided into two groups. Kappa [167], Solt [155] and Yao [192]
used rule-based approaches to classify i2b2 (2008) data set [58]. Mean-
while, Ambert [12] and Garla [58] used automatic feature engineering
methods to solve i2b2 (2008) challenge [58]. SciName and SynName +

SciName methods utilize an automatic system to enrich the data set.

Table 4.8 compares the statistical results of the SynName, SciName

and SynName+SciName with the other five methods. The best results are
highlighted in bold. The second best results of each task is bolded too. The
dictionary-based method (SynName) improved the F1-measure values in
three tasks (CAD, GERD and PVD). Similarly, the ontology-based method
(SciName) increased the F1-measure of three different tasks (CAD, CHF
and PVD). The combined approach (SynName+SciName) outperformed
the other methods in seven tasks out of sixteen tasks (CAD, Diabetes,
GERD, OSA, OA, PVD and Venous Insufficiency). This performance is
impressive considering that our method is fully automatic without using
rules.

4.6.1 Clinical Assessment

In this chapter, two methods are developed for augmenting clinical dis-
charge notes:

• SciName: The first method using UMLS for data augmentation by
replacing expression in the documents with their scientific names.
(This method doubles the train set size.)

• SynName + SciName: The combined method which produces doc-
uments by using SciName method idea and plus using WordNet
dictionary to replace expressions in the documents with their syn-
onyms. (This method triples the train set size.)



110 CHAPTER 4. THE SECOND PROPOSED AUGMENTATION

Table
4.8:M

acro-averaged
F1

on
I2B2

2008
testset.Bestscores

from
our

study
indicated

in
bold.

M
ethods

D
isease

K
appa

[167]
Solt[155]

Yao
[192]

A
m

bert[12]
Superlin

[58]
SynN

am
e

SciN
am

e
SynN

am
e+SciN

am
e

C
N

N
R

N
N

H
A

N
C

N
N

R
N

N
H

A
N

C
N

N
R

N
N

H
A

N
A

sthm
a

76.00
97.84

97.84
97.00

97.00
71.92

91.52
91.53

87.17
90.05

90.45
89.78

90.44
90.58

C
A

D
81.00

61.22
62.33

63.00
61.80

93.13
96.40

96.61
92.19

96.62
96.14

93.64
96.37

96.61
C

H
F

74.00
62.36

62.36
61.20

61.20
92.16

92.83
93.52

92.85
94.92

93.31
93.30

93.26
93.54

D
epression

86.00
93.46

96.02
93.50

97.90
58.59

73.59
68.93

74.17
79.10

76.92
72.57

82.00
90.94

D
iabetes

87.00
96.82

97.31
91.50

96.00
95.04

95.35
96.07

93.83
94.76

95.31
94.54

97.00
97.26

G
allstones

90.00
97.29

96.89
96.10

95.00
83.39

87.23
87.20

85.81
87.90

86.17
87.75

88.34
88.20

G
ER

D
59.00

57.68
57.68

57.90
57.90

72.43
83.82

83.50
70.29

82.49
82.28

82.11
83.67

83.65
G

out
92.00

97.71
97.71

98.10
98.20

82.72
91.60

91.48
89.11

93.71
89.11

91.65
95.83

95.27
H

ypercholesterolem
ia

68.00
90.53

91.13
91.20

90.80
82.45

85.29
84.16

80.93
85.32

86.15
84.84

86.65
85.11

H
ypertension

67.00
88.51

92.40
89.90

92.90
72.75

87.37
85.99

72.62
85.26

84.42
81.44

88.47
87.38

H
ypertriglyceridem

ia
72.00

79.81
70.92

87.60
92.80

48.68
52.19

50.96
48.68

53.85
55.92

48.68
56.73

52.38
O

besity
86.00

97.24
97.47

97.30
97.20

92.56
92.32

92.59
91.84

92.39
93.27

92.08
94.47

93.51
O

SA
92.00

88.05
88.05

65.30
65.60

94.54
98.70

98.68
94.89

98.20
97.83

95.32
98.27

99.14
O

A
76.00

62.86
63.07

63.10
60.40

56.43
89.48

91.01
74.73

87.42
88.24

82.38
90.70

91.32
PV

D
73.00

63.48
63.14

62.30
60.60

92.12
91.51

91.81
92.34

92.23
91.92

92.00
92.23

92.34
Venous

Insufficiency
44.00

80.83
80.83

72.50
81.60

57.79
77.93

70.54
59.78

76.04
71.86

62.76
81.63

78.22



4.6. FURTHER ANALYSIS 111

As the second method (SynName + SciName) presents better perfor-
mance, we found those documents which this method predicted correctly
but the other methods could not predict correctly. This case happened in
the four tasks (Gout, Hypertension, Obesity and OA (osteoarthritis)).

The second method (SynName+SciName) presents better performance,
and is able to predict correctly four conditions; namely, gout, hyperten-
sion, obesity and osteoarthritis which other methods are not able to pre-
dict correctly.

Two cases (a positive patient and a negative patient) from the original
training data sets and their corresponding documents from the new aug-
mented data sets of the mentioned diseases in this section are selected for
better understanding the reason for the better performance. On a clinical
perspective, the primary reasons may be due to the following specificity
of certain terms/words to a condition. This can be categorised into three
relatively important medical concepts.

1. Medications/drugs that are specifically used for the condition.

2. Medical terms or phrases that enable to identify a diagnosis.

3. Medical diagnosis from the past and current situation.

Medications or drugs that are mainly used for a specific condition war-
ranted an increase in prediction to certain condition such as gout and hy-
pertension. For both gout positive cases, an anti-gout treatments (e.g. al-
lopurinol and colchicine) are in the documents. Both anti-gout treatments
are only utilised in patients with gout. This increases the prediction accu-
racy because both SynName and SciName narrows it to just the condition
gout.

Similarly, drugs commonly used for (e.g. metoprolol, felodipine, hy-
dralazine) treating hypertension are also evident in the documents with
labeled as positive for hypertension despite no mention of the diagnosis
of hypertension.
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In the second concept where medical terms or phrases enable identifi-
cation of a condition, this clearly strengthens the SciName as it is based
on UMLS. However, SynName can also point to specific conditions that
it may be synonymous with. Such a good example is the phrase “ele-
vated blood pressure”, which both SciName and SynName will definitely
map it to hypertension. Another is the term “arthritis”, which probably
increased the performance in the Osteoarthritis cases. Even though arthri-
tis is a collective term for inflammation of the joints, it provides common
arthritic conditions such as Rheumatoid arthritis and Osteoarthritis.

In the obesity cases, both diagnose obesity in the past and current situ-
ation as indicated in both documents.

In the cases analyzed, there is clear indication that SciName would
perform better than SynName. This is because UMLS has a wide-range of
concepts where it can identify and map it to a diagnosis. Combining this
with SynName enables it to bring it a notch higher in performance.

However, what we noticed is that SynName may also result in decreas-
ing the prediction due to a concept which is translated differently enabling
a different wording or concept to come about.

What we would recommend is to focus more on the SciName rather
than the SynName. A percentage of what to be used should be higher on
SciName and lesser on SynName.

Additionally, another database specifically for medications or diagnos-
tics should also be use as it may increase the performance as they are more
specific compared to UMLS.

As mentioned in early this chapter, in numerous practical works on
modeling, data augmentation is extremely important. This is a situation
that we encounter when in practical settings, real life patient cases are un-
available to feed data-hungry models (a rare disease is an example where
available cases are few). In fact, synthetic data synthesis and augmenta-
tion has strong advantages with respect to advancing healthcare models
research by protecting patient confidentiality, and is a promising tool for
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situations where real world data is difficult to obtain or unnecessary. At
that time, in combination with data augmentation we can also perform
simulations to generate new training cases.

4.7 Chapter Summary

This chapter has developed a domain-specific method and a combined
method to augment clinical data for solving binary and multi-class medi-
cal document classification. The methods aim to produce new documents
from original documents by replacing meaningful expressions with their
scientific names from UMLS and synonyms from WordNet dictionary to
deal with the data shortage issue in medical document classification. Med-
ical domain knowledge is borrowed from UMLS to find scientific names
of expression based on their concepts. The meaningful synonyms are ex-
tracted from the WordNet dictionary to construct new documents. The
introduced approaches are able to improve the precision of classification
in the neural network models. Experimental results of accuracy and F1-
measure show that the proposed method can improve the performance
of the CNN [56], RNN [56], and HAN [56] models by using the sug-
gested ontology-based approach (SciName) and combination approach of
SynName and SciName (SynName+SciName) to provide more samples
in the training phase. Providing more samples for data-hungry methods
such as CNN [56], RNN [56], and HAN [56] helps these models learn bet-
ter the sample dataset and improve the classification accuracy. From the
obtained results for the candidate classifiers, it can be concluded that the
RNN model demonstrates better results in comparison with CNN [56] and
HAN [56].

The proposed methods in this chapter can address the shortage of data
in medical field by doubling and tripling the size of documents. These
approaches can apply in cases there is not access to real cases to collect
data. Though these methods have shown promise in utilizing an ontology-
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guided and a combined data augmentation approach in medical docu-
ment classification, they produce one new document for each original doc-
ument. They are not able to make different versions from a single docu-
ment as they have only one option for each detected expression in a doc-
ument to replace in the new document. Consequently, they are not able
to solve the existing imbalance issue in the dataset. Hence, to tackle this
issue, the next chapter will develop a suitable dictionary-based method
where multiple set of documents can be constructed for each document
to improve classification performance in medical document classification.
The dictionary-based approach can deal with imbalanced data issues. This
approach is converting imbalanced data to balanced data by increasing the
size of small classes’ documents to make it equal to the size of the largest
class in the dataset.



Chapter 5

A Dictionary-based
Oversampling Approach to
Clinical Document Classification
on Small and Imbalanced Dataset

5.1 Introduction

Synonym based data augmentation can provide new documents while
preserving the overall meaning of the original documents. We want to se-
lect better synonyms based on similarity. However, if a simple similarity
function is used as the heuristic, the same synonym is often selected, and
this reduces the variety when we need to generate multiple documents
from the same original document. Medical documents can be severely im-
balanced, hence, we do need to create multiple new documents to make
the data set balanced. So the variety of the documents are important. If
we create very similar new documents based on the same original docu-
ment, this can lead to overfitting in training the candidate classifier. Thus,
an automatic dictionary-based method is introduced for oversampling the

115
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minority class documents by selecting more suitable synonyms and simul-
taneously increasing the diversity of the new produced documents. Then,
we will propose an incremental approach which using the same applied
method on the minority class for all of the classes. It will make the data
set balanced and at the same time make the size of all of the classes double
size of the majority class.

5.1.1 Chapter Objectives

This chapter develops a new dictionary-based approach for dealing with
imbalanced issues in medical discharge notes. Different from most avail-
able approaches, the proposed approach (SynNameSim) targets a dictionary-
based approach by employing different pre-trained models to measure the
similarity between an appeared word in a document and its extracted syn-
onyms from a dictionary. Furthermore, the proposed approach is applied
for replacing a suitable synonym among the related synonyms with the
detected word in the document in all of the classes by making the classes
balanced and increasing their sizes at the same time (IncSynNameSim

method). Two other existing approaches (HighSimSynName [171] and
RandomSynName [116]) are used in comparison step. The HighSimSyn-
Name [171] approach has used the highest similarity synonym to replace
a word in generating new instances, and the RandomSynName [116] ap-
proach has randomly selected a synonym from synonyms set to replace a
word in constructing new documents. This chapter investigates the fol-
lowing research objectives:

• Design a new dictionary-based method that can generate new dis-
criminative documents for the minority class from the original doc-
ument set. This method can address the limitation of the suggested
approaches in the previous chapter in generating more than one doc-
ument from the original document.

• Compare the SynNameSim method with HighSimSynName [171]
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and RandomSynName [116] (existing synonym-based) methods by
analyzing their effectiveness for medical document augmentation.

• Compare the classification performance of proposed data augmen-
tation approaches (SynNameSim and IncSynNameSim) with other
non-data augmentation approaches.

• Further analyze the effectiveness of the proposed approaches in in-
creasing the size of all of the classes in the targeted medical docu-
ment classification tasks.

5.1.2 Chapter Organization

The rest of the chapter is organized as follows. Section 6.2 presents the
proposed dictionary-based data augmentation approach to construct new
documents from the original documents. Section 6.3 describes the pro-
posed augmentation approach for increasing the size of all of the classes
in the targeted data sets. Section 6.4 presents the experiment design, classi-
fication methods, data sets and parameter settings for comparison. Section
6.5 describes the results and discussion. Section 6.6 provides further anal-
ysis on the obtained best cases compared with some existing works. The
achievements of the two approaches, and their limitations are summarized
in section 6.7.

5.2 The new dictionary-based oversampling

In this section, we propose a new dictionary-based oversampling method.
We describe the used tools for extracting synonyms of words and similar-
ities of the extracted synonyms with the words for producing new doc-
uments for the minority class. The proposed approach employs the syn-
onyms of a word to replace one of them with the targeted word. This
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approach is using a WordNet dictionary to extract all of the existing syn-
onyms of each word and three pretrained models to measure the similarity
between the synonyms and the corresponding word.

The input of the proposed method is a set of medical documents. Firstly,
the method checks for the minority class to target to do oversampling.
Next, the method tokenizes each document of the minority class based on
sentences and then words. After that, for each word, the proposed method
finds a suitable synonym to replace the word in the main sentence. We cre-
ate multiple new documents from the same original document using this
method to make the data set balanced.

It is expected that the proposed method which produces meaningful
documents for the minority class and retains their class label based on the
original documents, can increase the classification performance.

5.2.1 Probabilistic Oversampling Method

Fig. 5.1 demonstrates the proposed dictionary-based oversampling method
in details.

First Phase: The extracted words are fed one by one to the system to
find a proper synonym to replace the input word in the original sentence.
The first phase extracts all of the available synonyms of the input word
from WordNet dictionary. Then, the second phase gets the main word and
its corresponding synonyms vector as an input.

Synonyms = [syn1, syn2, syn3, . . . , synn]

Second Phase: The second phase utilizes three different pre-trained
word embeddings to extract the similarity of each synonym with the in-
put word. The used three pre-trained models are: (1) English word em-
beddings pre-trained on biomedical texts from PubMed and PMC with
five billion words1, (2) English word embeddings pre-trained on biomedi-

1From the website http://evexdb.org/pmresources/vec-space-models/wikipedia-
pubmed-and-PMC-w2v.bin
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Figure 5.1: The proposed dictionary-based oversampling method for data
augmentation

cal texts from MEDLINE®/PubMed with 2,665,547 types distinct words2,
and (3) English word embeddings pre-trained on Wikipedia data with six
billion tokens and a 400,000 word vocabulary3.

In this step, the system checks for the similarity of each synonym with
the input word in the first word embedding (1). If there is a similarity
value between them in the word embedding, the value is extracted. If
there is no similarity, the system checks the second word embedding (2)

2From the website https://archive.org/download/pub-
med2018 w2v 400D.tar/pubmed2018 w2v 400D.tar.gz

3From the GloVe website http://nlp.stanford.edu/data/glove.6B.zip
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to measure the similarity. If there is not any similarity, the system checks
for the third word embedding (3). At the end, if there is not any simi-
larity, the synonym is removed from the synonym vector. If the system
finds any similarity in one of the word embeddings, it does not check for
other word embeddings and moves to check the next synonym’s similar-
ity. These steps applies on all of the synonyms to extract the similarities
vector.

Similarities = [sim1, sim2, sim3, . . . , simn]

Third Phase: The third phase gets the main word, the extracted syn-
onyms vector from the first phase and the extracted similarities vector
from the second phase. The system selects one of the synonyms to re-
place the input word by considering the similarities vector. As we need
to augment several different versions of each document, a good selection
method is needed to select various synonyms to increase the variety of the
new produced documents to avoid overfitting in the training step. To ad-
dress this issue, the synonym is selected by producing a random vector
Rand V ec with uniformly distributed elements between 0 and 1 (U(0, 1))
in the same size with the similarities vector:

Rand V ec = [r1, r2, r3, . . . , rn] r1, r2, r3, . . . , rn ∼ U(0, 1)

Then, we have vector D by

D = Similarities−Rand V ec

D = [sim1 − r1, sim2 − r2, sim3 − r3, . . . , simn − rn]

Finally, the maximum elements of D will be found and its corresponding
index’s synonym in Synonyms will be selected as the synonym to replace
with the main word in the sentence.

5.2.2 An Example

A document piece is given below to describe how the proposed approach
(SynNameSim) [5] works on the input medical discharge notes and what
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output it returns in the oversampling process. The following is an example
of a clinical document.

”History of present illness: this is a 33-year-old female with a his-
tory of postpartum cardiomyopathy (ef 15% to 20%), status post
pacer/icd placement, status post mitral valve replacement/tricuspid
valve replacement, who presents with abdominal pain, decreased ap-
petite, nausea, vomiting, and occasional chest pain.”

Fig. 5.2 shows the extracted synonyms vectors from WordNet dictio-
nary for each detected word from the example sentence in the first phase.

Next, the second phase extracts all of the available similarities. Then,
the third phase selects proper synonyms to replace with the main words in
the original sentence. Table. 5.1 demonstrates the selected synonyms for
each word by apply the selection process.

Table 5.1: The detected words and the selected synonyms for each word.
Word Replaced Synonym Word Replaced Synonym
history chronicle pain bother
present existing appetite appetence
illness malady nausea sickness
cardiomyopathy myocardiopathy vomiting vomit
status condition occasional casual
placement positioning chest thorax
status position pain painfulness

The following is the final output after applying the three mentioned
phases.

”Chronicle of existing malady: this is a 33-year-old female with a
chronicle of postpartum myocardiopathy (ef 15% to 20%), condi-
tion post pacer/icd positioning, position post mitral valve replace-
ment/tricuspid valve replenishment, who presents with abdominal
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bother, decreased appetence, sickness, vomit, and casual thorax painful-
ness.”

The proposed approach can easily create new documents with high va-
riety by using the extracted synonyms from WordNet with awareness of
synonyms’ similarities with the original word. Finally, the new created
documents are utilized for the training stage together with the original
documents to enhance the performance of medical document classifica-
tion.

5.3 Incremental Data Augmentation

In this section, the proposed approach is applied on all of the classes’ docu-
ments to make the classes balanced and increase the size of the classes too.
IncSynNameSim approach is proposed for augmenting all of the classes
by increasing their size equal to the double size of the large class.

In the proposed approach (”IncSynNameSim”), each document in the
data set (D) is analyzed independently. The data set is grouped based on
the documents’ classes (D ← {C1, C2, ..., Cn}). For example, C1 is set of all
of the documents with the same label. The number of the documents in
each class increases until the class size is equal to the double size of the
biggest class in the classes. As it is possible to produce more than one in-
stance from each document. Hence, the approach checks to make sure all
of the existing documents in the class will be considered in the new docu-
ments’ construction process. Firstly, the document dth in class i (Ci

d) is to-
kenized to sentences (S). Then, the jth sentence (Sj) is tokenized to words
(W ). Next, the kth word (Wk) is sent to the WordNet dictionary. WordNet
extracts all of the synonyms of the kth word. After that, three different
pre-trained models are employed to find the similarities of the extracted
synonyms with kth word (Wk). Next, the proposed selection approach is
applied to select a suitable synonym by considering its similarity value to



124 CHAPTER 5. A DICTIONARY-BASED OVERSAMPLING

Wk. Finally, the selected synonym is replaced with Wk. This process is
repeated on all of the words of tokenized sentences in documents to make
new documents. The number of documents in each class will increase to
double size of the biggest class size in each data set. Algorithm 5.1 shows
the pseudo code of the proposed incremental data augmentation.

5.4 EXPERIMENTAL DESIGN

5.4.1 Baseline methods

In this chapter three main baseline methods are used in comparison with
the proposed approaches. The Original method is using the main data
set without any new augmented documents. The RandomSynName [116]
approach is choosing randomly a synonym to swap with the main word
without considering the similarity between the selected synonym and the
main word. The HighSimSynName [171] approach is selecting a syn-
onym with the highest similarity to the main word to swap with the main
word.

5.4.2 Classification methods

The performance of both of the ideas (SynNameSim and IncSynNameSim)
are tested by using three deep learning (DL) models independently, in-
cluding a convolutional neural network (CNN), a recurrent neural net-
work (RNN), and a hierarchical attention network (HAN) [56] is used.
The performance of each classifier is calculated by evaluating the macro
F1-measure metric for all of the used methods. Word2Vec word embed-
ding is utilized to represent word tokens into numerical vectors. The size
of word embedding is 350, which is the same as Chapter 4.
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Algorithm 5.1: IncSynNameSim data augmentation
Input : Set of medical documents based on classes

(D← {C1, C2, ..., Cn})
Output: A set of new medical documents

1: maxIter ← |max(D)| ∗ 2
2: for i = 1 to |D| do
3: counter ← |Ci|
4: d← 0

5: while counter < maxIter do
6: if d == |Ci| − 1 then
7: d← 0

8: Tokenization: Tokenize document d in class i (Cd
i ) to

sentences (S);
9: for j = 1 to |S| do

10: Tokenization: Tokenize sentence j (Sj) in document d
to words (W );

11: for k = 1 to |W | do
12: Phase 1: Extract synonyms of word Wk by using

WordNet dictionary
13: Phase 2: Find similarities between each extracted

synonym with Wk

14: Phase 3: Select a suitable synonym by considering
its similarity value to Wk

15: Replace the selected synonym with Wk

16: counter ← counter + 1

17: d← d+ 1

18: return set of the new produced medical documents;

5.4.3 Data set and preprocessing

The performance of the proposed dictionary-based oversampling approaches
are assessed on the data set of 2008 Informatics for Integrating Biology and
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the Bedside (i2b2) [58] and the data set of 2010 Informatics for Integrating
Biology and the Bedside (i2b2) [168].

The proposed data augmentation approaches are applied on the data
sets and the size of the training sets of all minority classes will increase
to their corresponding majority class in each task by adding the new pro-
duced documents to the original ones (SynNameSim) and IncSynNameSim

approach will increase the size of all of the classes in each training set to the
double size of their corresponding majority class in each task by adding
the new produced documents to the original ones.

5.4.4 Parameter Settings

Three different deep learning methods are utilized to assess the proposed
approaches (the same as Chapter 5). All of the used parameters are the
same as Chapter 4.

5.5 Results and discussions

The performance of the proposed approaches are evaluated based on macro
F1-measure for the 2008 Integrating Informatics with Biology and the Bed-
side (I2B2) obesity challenge and the i2b2(2010) [168] data sets.

We compared our proposed approaches with three different approaches
and to evaluate the performance of each one, three different machine learn-
ing models (namely, CNN, RNN, HAN) are used separately. In the first
approach (Original), the imbalanced data set without any changes in the
data set is used. In the second approach (HighSimSynName [171]), the
synonyms with the highest similarity to the main word are used to re-
place the main word to augment the minority class instances. In the third
approach (RandomSynName [116]), one of the synonyms of each word
is selected randomly to augment the new instances. In the suggested
dictionary-based approach (SynNameSim), we utilized WordNet dictio-



5.5. RESULTS AND DISCUSSIONS 127

nary to extract all of the synonyms of the main word that appeared inside
of a document from the minority class. Then, three different English word
embedding pre-trained models are used to find the similarities of the ex-
tracted synonyms with the main word. Next, the selection method (the
proposed probabilistic approach) is used to generate new documents for
the minority class to make the train data set of each task balanced. Finally,
experimental results using 30 independent runs are measured on the orig-
inal test set.

5.5.1 Significant test

Tables 5.2–5.9 compare the statistical results for seven approaches in each
table. The average and standard deviation of F1-measure is presented for
each machine learning method and the significance test is done using the
experiment results of the 30 runs to compare the two approaches. The
Wilcoxon signed rank test with significance level of 0.05 is utilized to eval-
uate whether the proposed idea has made a significant difference in classi-
fication performance. The highlighted entries are significantly better with
alpha < 0.05. In tables 5.2–5.9, ”T” column shows the significance test
of the each method against the other previous methods (columns) in each
table, where ”+” indicates the proposed approach is significantly better,
”=” indicates no significant difference, and ”-” indicates significantly less
accurate. The best results are highlighted boldly in the tables.

5.5.2 Discussion based on the proposed SynNameSim method

By analyzing tables 5.2–5.5, it is clear that the dictionary-based oversam-
pling method (SynNameSim) improves the performance in F1-measure
by utilizing WordNet dictionary and three different English word embed-
ding pre-trained models (one general and two domain-specific models). It
achieved the highest F1-measure in the majority of the tasks in all of the
employed machine learning models. SynNameSim provides more docu-
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Table 5.5: Comparison of classification F1-measure and standard deviation
averages using 30 independent runs for i2b2 2010 data set [168]. The sig-
nificant test is for each approach against the previous columns (Wilcoxon
Test, α = 0.05)

Methods Original HighSimSynName RandomSynName SynNameSim
Classifiers Ave±Std (Best) Ave±Std (Best) T Ave±Std (Best) T Ave±Std (Best) T
CNN 77.66±13.16 (90.22) 87.61±5.73 (93.97) + 85.50±9.31 (93.32) + - 87.36±2.77 (92.96) + = +
RNN 85.51±8.00 (91.37) 85.94±7.25 (95.68) + 77.04±14.62 (95.10) - - 85.81±7.29 (94.87) + = +
HAN 56.11±18.78 (90.35) 83.97±11.43 (93.88) + 80.08±13.35 (92.76) + - 88.80±3.65 (95.10) + + +

ments by considering the similarity values of synonyms to make the im-
balanced candidate data sets balanced. It provides some new features in
the new documents and simultaneously it helps CNN, RNN and HAN
methods to avoid overfitting. Our data argumentation method assists the
mentioned machine learning methods to learn better in the training step
and predict the labels of the test set with higher accuracy. In table 5.5,
the proposed approach (SynNameSim) shows comparable performance
as the HighSimSynName [171] approach with CNN and RNN classifiers,
but it achieves better performance with HAN classifier.

5.5.3 Discussion based on the proposed IncSynNameSim

method

Furthermore, we investigated whether increasing the size of all of the
classes with the proposed approach can help to improve the classification
performance or not. Hence, IncSynNameSim approach is suggested to in-
crease the size of all of the classes and at the same time make the data set to
be balanced. The idea is applied to two other approaches which are called
IncHighSimSynName and IncRandomSynName. Both of the methods
are similar to HighSimSynName [171] and RandomSynName [116] ap-
proaches. The main difference is in the size of the classes in outputs which
are bigger. Then the proposed approach (IncSynNameSim) is compared
with three different approaches (Original, IncHighSimSynName and In-
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Table
5.6:

C
om

parison
of

C
N

N
classification

perform
ance

(F1-m
easure)

and
standard

deviation
averages

using
30

independentruns
for

i2b2
2008

data
set[58].

The
significanttestis

for
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previous
colum
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=
0.05)
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(Best)
A

ve±
Std
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+
+

+
C
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D
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(92.93)
90.63±
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Table
5.8:
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om
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A

N
classification
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using
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independentruns
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data
set[58].
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significanttestis

for
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Table 5.9: Comparison of classification F1-measure and standard deviation
averages using 30 independent runs for i2b2 2010 data set [168]. The sig-
nificant test is for each approach against the previous columns (Wilcoxon
Test, α = 0.05)

Methods Original IncHighSimSynName IncRandomSynName IncSynNameSim
Classifiers Ave±Std (Best) Ave±Std (Best) T Ave±Std (Best) T Ave±Std (Best) T
CNN 77.66±13.16 (90.22) 89.15±2.38 (92.42) + 88.49±4.93 (92.42) + - 90.05+1.67 (91.90) + + +
RNN 85.51±8.00 (91.37) 90.22±8.89 (96.27) + 91.01±9.26 (96.92) + + 93.02±1.39 (90.86) + + +
HAN 56.11±18.78 (90.35) 90.06±4.93 (95.68) + 91.50±3.57 (97.51) + + 91.95±2.26 (96.21) + + =

cRandomSynName).
Tables 5.6 to 5.9 provide the statistical experiments for IncSynNameSime,

IncHighSimSynName and IncRandomSynName approaches. The pro-
posed approached (IncSynNameSime) improves the classification perfor-
mance in most of the diseases such as Asthma, CAD, CHF, Gallstones,
GERD, Gout, Hypertension, Hypercholesterolemia, Obesity, OA, PVD and
Venous Insufficiency. By checking tables 5.6 to 5.8, it is clear that all of
the classifiers have improved the classification of Asthma, Obesity, OA
and PVD diseases. Furthermore, the proposed approach enhances the F1-
measure accuracy in comparison with other three approaches in all of the
classifiers.

5.5.4 Comparison on all of the proposed methods in this

chapter

Tables 5.10 to 5.12 present comparison of CNN, RNN and HAN classifiers
performance (F1-measure) and standard deviation averages using 30 inde-
pendent runs for i2b2 2008 data set [58]. The significance test is for each ap-
proach against their corresponding incremental approaches. In table 5.10,
the proposed incremental approach improved approximately twelve tasks
in each method by using CNN classifier. In table 5.11, the proposed incre-
mental approach increased the performance of RNN classifiers in approx-
imately eight tasks in each method. In table 5.12, IncRandomSynName
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presented better performance by improving the F1-measure in ten tasks
by using the HAN classifier in comparison to the RandomSynName [116]
method. In general, it can be concluded that incremental methods demon-
strated better performance in the majority of the tasks by using CNN and
RNN.

5.6 Further analysis

For further analyzing SynNameSim and IncSynNameSim approaches,
we compared the obtained experimental results by three different machine
learning models with five different methods. The compared methods are
divided into two groups. Kappa [167], Solt [155] and Yao [192] used rule-
based approaches to classify i2b2 (2008) data set [58]. Meanwhile, Am-
bert [12] and Garla [58] used automatic feature engineering methods to
solve the i2b2 (2008) challenge [58]. Our methods SynNameSim and
IncSynNameSim utilizes an automatic system to enrich the data set.

Table 5.13 compares the statistical results of the SynNameSim and
IncSynNameSim with the other five methods. Our methods with three
DL models show better performance in seven tasks (CAD, CHF, GERD,
OSA, OA, PVD and Venous Insufficiency). RNN and HAN achieved higher
F1-measure than other employed machine learning models. This perfor-
mance is impressive considering that our method is fully automatic with-
out using rules or feature engineering. CNN classifier improved the classi-
fication performance from 81.60 to 82.34 for Venous Insufficiency disease.
Furthermore, all of the classifiers achieved better F1-measure values for
six diseases (CAD, CHF, GERD, OSA, OA and PVD) in comparison with
other approaches.

Table 5.14 presents a comparison on a test set of i2b2 (2008) and i2b2
(2010) [168] data sets for all of the proposed approaches in this thesis. The
best results are highlighted in bold. By analyzing the obtained results,
it can be concluded that the SynName + SciName approach with RNN
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shows better performance by achieving better classification F1-measure in
four tasks (Gallstones, Gout, Hypertension, and CAD-i2b2(2010) [168]).
This method uses WordNet dictionary to provide synonyms for general
vocabulary and UMLS ontology to provide scientific names for domain-
specific terms to utilize for data augmentation. Utilizing UMLS and Wor-
Net together enables this approach to show better classification perfor-
mance.

5.7 Chapter Summary

Building practical ML models that fit a business case for various segments
of users, and scale to maximize user needs is challenging, especially when
existing enterprise datasets may just represent a microcosm of the actual
population of customers. For example, a model trained on insurance cus-
tomers in a specific age group/segment does not predict outcomes for a
different age group/segment. Synthetic features, smart data augmenta-
tions, and event simulations are solutions that help address these issues,
and provide the capacity to train models that are able to provide better
coverage and scale. In this regard, algorithms for the generation of ”syn-
thetic phrases” to augment text datasets are developed in chapters 4 and
5. Furthermore, the suggested approaches in chapter 5 can deal with im-
balance data issue in medical and general areas.

This chapter has proposed a new dictionary-based oversampling method
and a new incremental method to augment clinical data for solving bi-
nary medical document classification. The methods aim to produce new
documents from original documents by replacing words with their syn-
onyms. The proposed approaches use the WordNet dictionary to extract
synonyms of words. Then, three domain specific English embedding mod-
els are employed to measure similarities of the extracted synonyms to find
a suitable synonym to replace a word in the main sentence to construct
new documents and deal with the data shortage issue in medical docu-



142 CHAPTER 5. A DICTIONARY-BASED OVERSAMPLING

Table
5.14:

M
acro-averaged

F1
on

test
set

for
allof

the
proposed

approaches
in

the
thesis.

Best
scores

are
highlithed

in
bold.

M
ethods

D
iseases

Tw
o-Stage

Three-Stage
SciN

am
e

SynN
am

e+SciN
am

e
SynN

am
eSim

IncSynN
am

eSim
C

N
N

SV
M

C
N

N
R

N
N

H
A

N
C

N
N

R
N

N
H

A
N

C
N

N
R

N
N

H
A

N
C

N
N

R
N

N
H

A
N

C
hapter

3
-O

bjective
1

C
hapter

4
-O

bjective
2

C
hapter

4
-O

bjective
2

C
hapter

5
-O

bjective
3

C
hapter

5
-O

bjective
3

A
sthm

a
94.50

94.00
87.17

90.05
90.45

89.78
90.44

90.58
88.37

90.99
89.90

88.78
89.75

89.90
C

A
D

80.06
80.69

92.19
96.62

96.14
93.64

96.37
96.61

92.99
96.85

97.06
92.45

97.04
96.39

C
H

F
90.05

90.54
92.85

94.92
93.31

93.30
93.26

93.54
92.61

92.84
93.98

93.08
93.98

93.31
D

epression
47.20

45.46
74.17

79.10
76.92

72.57
82.00

90.94
48.09

71.94
57.87

53.65
49.30

46.66
D

iabetes
89.88

89.66
93.83

94.76
95.31

94.54
97.00

97.26
94.80

94.35
95.36

93.52
96.33

95.29
G

allstones
58.02

60.00
85.81

87.90
86.17

87.75
88.34

88.20
76.85

87.75
87.23

83.27
87.04

83.96
G

ER
D

86.04
86.04

70.29
82.49

82.28
82.11

83.67
83.65

65.43
83.36

81.48
80.16

83.48
83.13

G
out

90.06
90.06

89.11
93.71

89.11
91.65

95.83
95.27

83.12
91.37

91.52
90.22

91.52
91.52

H
ypercholesterolem

ia
84.18

83.24
80.93

85.32
86.15

84.84
86.65

85.11
70.76

79.97
73.33

81.25
86.43

86.88
H

ypertension
72.99

68.83
72.62

85.26
84.42

81.44
88.47

87.38
70.27

83.72
82.87

76.79
79.98

82.43
H

ypertriglyceridem
ia

59.55
59.55

48.68
53.85

55.92
48.68

56.73
52.38

57.09
52.58

52.58
62.17

78.36
59.55

O
besity

95.15
95.61

91.84
92.39

93.27
92.08

94.47
93.51

91.87
92.08

92.17
92.06

92.12
92.11

O
SA

97.77
98.20

94.89
98.20

97.83
95.32

98.27
99.14

90.76
98.25

96.88
92.30

99.13
99.57

O
A

86.23
87.13

74.73
87.42

88.24
82.38

90.70
91.32

64.33
87.72

88.34
85.89

90.63
88.64

PV
D

93.73
94.26

92.34
92.23

91.92
92.00

92.23
92.34

85.22
92.08

91.56
91.13

92.34
92.77

Venous
Insufficiency

57.79
54.81

59.78
76.04

71.86
62.76

81.63
78.22

71.32
71.79

69.70
82.34

79.97
74.73

C
A

D
-i2b2

(2010)
90.79

91.57
95.10

96.92
96.87

97.44
98.12

97.51
92.96

94.87
98.10

91.90
90.86

96.21



5.7. CHAPTER SUMMARY 143

ment classification. The proposed approaches are able to increase the clas-
sification precision in the neural network models. Experimental results
shown as for F1-measure indicate that the proposed dictionary-based ap-
proaches (SynNameSim and IncSynNameSim) can improve the perfor-
mance of the CNN, RNN and HAN models by considering the existing
similarities among a word and its synonyms to generate more samples in
the training phase for all of classes.

This chapter shows promise in using a dictionary-based data oversam-
pling technique in medical document classification, however, there is still
some room for more research to improve the classification performance.
Different variations of dictionary-based data augmentation and oversam-
pling for clinical discharge notes could be investigated. We can also take
some additional criteria into account to reduce the ambiguity in the pro-
duced documents. Moreover, insightful detailed analysis could be con-
ducted including different evaluation metrics.
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Chapter 6

Conclusions

This chapter makes conclusions for the discussions of this thesis and high-
lights the proposed contributions and possible research ideas for the fu-
ture work.

The overall goal of this thesis was to develop new feature engineer-
ing approaches to medical document classification by utilizing PSO for
feature selection, a domain-specific ontology and a WordNet dictionary
for feature extraction and data augmentation. The proposed methods are
able to automatically extract features, construct meaningful features, se-
lect prominent features and make new synthetic instances from the orig-
inal medical documents which can improve medical document classifi-
cation performance. The goal has been achieved by proposing new fea-
ture engineering approaches which consider the concept of words and
just two relevant concepts (disease names and disease symptoms) to select
and extract new high-level features which help to discriminate documents
with higher performance. The proposed approaches have been evaluated
on three real-world medical document data sets and compared with re-
lated methods. The obtained experimental results show that the suggested
approaches in this thesis have achieved better classification performance
than the related approaches.

The rest of this chapter summarizes conclusions for the proposed con-

145



146 CHAPTER 6. CONCLUSIONS

tributions and highlights the important findings from each objective and
introduces some possible research ideas as a future work.

6.1 Achieved Objectives

The main goal of this thesis was to propose some new feature engineering
approaches to medical document classification by automatically extracting
meaningful features, selecting prominent features, constructing new high-
level features and making new synthetic documents by targeting concepts
of words and expressions which can improve the quality of training data
set and increase the precision of medical classification notes. The follow-
ing objectives have been achieved in this thesis:

• Develop three different feature engineering approaches including
feature extraction, feature selection and feature construction for med-
ical document classification. The first approach is an ontology-based
feature extraction, whereas the second approach is a wrapper-based
feature selection method and the third approach is a feature con-
struction approach. The first method extracts important features
from raw text (stage-1). Then, feature construction is applied on the
extracted features from stage-1 (stage-2). Finally, feature selection
is employed to eliminate redundant features from the extracted fea-
tures in stage-1 and the constructed features in stage-2. The selected
features are utilized to form a vector matrix which represent docu-
ments with the selected features. The matrix is given to a classifier
for training a model to reuse in medical document classification. The
three-stage approach achieves better classification performance than
the two-stage approach. All of the proposed approaches can solve
binary and multi-class classification problems. The suggested meth-
ods have shown better classification performance compared to using
all features set.
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• Proposes two novel ontology-based data augmentation approaches
to make new synthetic documents from the original training data
sets for medical document classification. The first method utilizes
an ontology-based approach, whereas the second one uses a com-
bined approach (from a dictionary-based method and the ontology-
based method) and provides better results than the ontology-based
approach. These approaches can make new synthetic documents
from the original data set by employing a domain-specific ontol-
ogy and a general dictionary to double/triple the size of the training
data set and improve the performance of medical document classifi-
cation. These approaches have successfully shown improved med-
ical document classification performance and outperformed the re-
lated methods. From the experimental results, it can be concluded
that the contribution of the produced documents by ontology-based
method should be more than the dictionary-based method in the
proposed combination method. It may help to improve those dis-
eases the ontology-based showed better performance than combined
approach.

• Develop two dictionary-based data augmentation approaches to make
new synthetic documents from the original training data sets for
medical document classification problems. The first approach is us-
ing a WordNet dictionary to find all of the synonyms of the words in
documents. Then, three different pretrained models are employed to
measure the similarities between the found synonyms and their cor-
responding word. A new synonym selection approach is proposed
to select a synonym by considering its similarity value during the
selection process. The proposed approach is able to make new syn-
thetic documents with high variety compared to the similar meth-
ods. It makes an imbalanced data set balanced and improves the
classification performance too. To analyze the potential of the pro-
posed synonym selection approach, it is applied on all of the classes
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of a data set to double size of the large class in the same data set. The
experiment results demonstrate better classification performance in
comparison to the related methods.

6.2 Main Conclusions

This thesis finds that feature engineering is a promising direction to ad-
dress the issue of medical documents for classification by automatically
extracting features from documents and selecting prominent features and
constructing new and informative features. Most of the suggested ap-
proaches in this thesis showed better classification performance than the
related works. All of the suggested methods in this thesis are targeted
to improve medical document classification performance by using feature
manipulation and enriching the quality of the datasets. As the labels of the
targeted datasets are names of diseases, the trained models by using the
proposed approaches predict disease of an unseen medical document and
consequently assist doctors in making final decisions on a patient’s health
by considering the model prediction for the patient’s document. The con-
clusions of the proposed contribution chapters (including from chapter 3
to 5) are drawn and discussed in this section.

6.2.1 Feature Engineering Approaches to Improving Med-

ical Document Classification

Chapter 4 proposes three feature engineering approaches including fea-
ture extraction, feature selection and feature construction methods, where
PSO-based feature selection method is a wrapper approach. The proposed
approaches from three stages. In the first stage, the feature extraction
method extracts features based on their concepts. In the second stage,
different pairs of concepts are constructed to make new features. Finally,
PSO is applied to select prominent and informative features to improve
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the performance of medical document classification.

Knowledge-guided Feature Extraction

In this thesis a knowledge-guided feature extraction method is proposed
to diminish the number of features and at the same time to keep the mean-
ingful features to decline the irrelevant and noisy features. The MetaMap
tool is utilized to map the meaningful phrases to their concepts in UMLS
and then, the related concepts to the problem’s domain are selected to be
used as features instead of original documents. Conceptualization sig-
nificantly reduced the number of features and selecting ”Disease or Syn-
drome” and ”Sign or Symptom” concepts, which cover the domain of the
targeted notes, decreased the unrelated features and increased the preci-
sion of the classification. Experimental and statistical results exhibit that
the proposed technique is more effective than utilizing classification based
on all raw features in some tasks and shows better performance in compar-
ing with existing feature selection/extraction methods. Moreover, in com-
parison to the routine method of classification, the suggested approach
can accomplish better classification performance.

Two-Stage Feature Engineering

This thesis finds that a two-stage wrapper based feature extraction and
feature selection method achieves better medical document classification
performance than the traditional approach of feature selection. The sug-
gested two-stage approach investigates domain concepts and determines
which concepts are discriminative to a classification problem. It is able to
extract meaningful features from the document set and reduce the num-
ber of the features. Moreover, the two-stage approach improves the clas-
sification accuracy in the majority of the candidate classifiers by using a
small size of feature subset. Experimental and statistical results illustrate
that the proposed method can achieve significantly better classification



150 CHAPTER 6. CONCLUSIONS

performance for some diseases in comparing with existing feature selec-
tion/extraction methods.

Three-Stage Feature Engineering

This thesis proposes a three-stage wrapper based feature extraction, fea-
ture construction and feature selection method to utilise domain concepts
and their relations to enrich the input data for medical document clas-
sification problems. Since there are redundant or irrelevant features, an
ontology-based method is applied to extract more related features to the
candidate problem by considering concepts of features. After eliminat-
ing some of the redundant or irrelevant features, new high-level features
are constructed from the extracted feature from the first level. Finally, a
wrapper PSO method is applied to remove redundant or irrelevant fea-
tures from the extracted features from the fist stage and constructed fea-
tures from the second stage. The proposed approach is able to improve
the quality of the input data set by constructing new high-level features
and increase the classification performance in the majority of the targeted
classifiers. From the experimental and statistical examinations it can be
seen that the suggested approach can achieve significantly better classifi-
cation performance for some diseases in comparison with existing feature
selection/extraction methods.

6.2.2 Ontology-based Data Augmentation Approaches to

Improve Medical Document Classification

Chapter 5 proposes two data augmentation approaches including an ontology-
based and a combined approach. Both of the methods increase the size of
the training data set by making new synthetic data to provide more data
in training a classifier. The ontology-based approach is using domain-
specific knowledge to make new instances and the combined method is a
combination of an ontology-based and a dictionary-based method. These
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methods help a classifier to learn the differences between classes of a tar-
geted data set and improve medical document classification performance.

Ontology-guided Data Augmentation

Our ontology-based data augmentation found that employing MetaMap
to extract more related features from UMLS in augmenting new data can
improve the medical classification performance. The ontology-based ap-
proach is using UMLS to find scientific names of all of the words and ex-
pressions belonging to a concept and replacing the corresponding words
and expressions with their scientific names in each document to make new
synthetic documents. This method doubles the size of the training data set.
The experimental results show that the proposed approach can increase
the classification performance in comparison with the related approaches.
This shows that domain-specific knowledge of the problem is helpful in
augmenting new instances.

Combined Data Augmentation

A combined data augmentation approach to build new instances is pro-
posed in this thesis. It is found that combining the ontology-based data
augmentation with a dictionary-based data augmentation can enable the
approach to produce more instances by targeting general aspects and domain-
specific aspects of contents at the same time. This approach triples the
size of the training data set which provides more data than the proposed
ontology-based method. The experimental results show that the proposed
combined method achieves better classification performance than the ex-
isting approaches for the i2b2 (2008) challenge. The reason is that this
method provides more training data sets and targeting general and domain-
specific aspects to provide new synthetic documents with high variety.
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6.2.3 Dictionary-based Data Augmentation Approaches to

Improve Medical Document Classification

Chapter 6 proposes two data augmentation approaches including a dictionary-
based and an incremental approach. Both of the approaches increase the
size of the training data set by using the extracted synonyms of words
from a WordNet dictionary. The proposed methods in chapter 5 have
limitations in increasing the size of the training data set. They can dou-
ble/triple the size of the original data set. Hence, the incremental ap-
proach is proposed to increase the size of the data set as much as what is
required. These methods make an imbalanced data set balanced, increase
the size of it and improve medical document classification performance.

Dictionary-based Data Augmentation

A new dictionary-based oversampling method to balance an imbalanced
data set is proposed in this thesis. It is found that employing three do-
main specific English embedding models to measure similarities to find a
suitable synonym to replace a word in the main sentence can improve the
medical document classification performance. This method is able to aug-
ment diverse instances from the original instance. Experimental results
for F1-measure indicate that the proposed approach can improve the per-
formance of the CNN, RNN and HAN models by utilizing the proposed
dictionary-based approach to generate more samples in the training phase
for the minority class.

Incremental Data Augmentation

In this thesis, the proposed dictionary-based approach is applied on all of
the classes’ documents to make the classes balanced and at the same time
increase the size of the classes. The method is augmenting all of the classes
by increasing their size equal to the double size of the large class. It found
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that the proposed method is capable of providing more synthetic docu-
ments for all of the data in the classes by using the suggested synonym
selection method. By analyzing the potential of the proposed approach in
making new instances, it can be concluded that the approach improves the
medical document classification performance by balancing and increasing
the size of all of the classes’ data.

6.3 Future Work

In this section, some possible ideas are presented as future work.

6.3.1 Relation-guided Feature Construction Approach for

Medical Document Classification

In this thesis, some feature engineering approaches are proposed to ex-
tract and construct meaningful features by considering the concept of the
words and expressions. In the construction approach, the relations be-
tween extracted concepts (diseases and symptoms) is not considered. The
performance of classification may be raised by considering relations be-
tween diseases and symptoms and contributing to the ones that are inter-
connected as pairs [52]. Hence, there are better ways to construct features
for the second stage (feature construction) by analyzing the distance of
the detected features in the document to guide our feature construction
method in making pairs.

6.3.2 Relation-guided Data Augmentation Approach for Med-

ical Document Classification

In this thesis, an ontology-guided data augmentation is proposed by re-
placing the scientific names of those words and expressions which belong
to a concept. The limitation of this method in augmenting new documents
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is the number of the available scientific names to replace with words and
expressions. This limitation can only produce one new synthetic docu-
ment for each original document. It is better to develop a method that can
produce more than one synthetic document from each original one.

To achieve this goal, extracting the parent and children of the corre-
sponding scientific name to the word from UMLS can provide more op-
tions to replace with the original word in augmenting new synthetic doc-
uments. It is expected that the proposed approach will improve medi-
cal document classification performance by making more synthetic doc-
uments from each original document and providing more instances for
training machine learning methods.

6.3.3 Rule-based Data Augmentation for Medical Document

Classification

In this thesis, two different data augmentation (ontology-based and dictionary-
based) are proposed for medical document classification. The created doc-
uments are useful to feed as an input to a machine learning method and
they have improved the classification performance. However, some of the
created sentences could have ambiguous in meaning. Hence, we can take
some additional criteria into account to reduce the ambiguity in the pro-
duced documents.

6.3.4 Data Augmentation by Using Autoencoders

In this thesis some data augmentation approaches are proposed to deal
with lack of data in the medical area. All of the proposed methods are
augmenting data in data space which has its own limitations. These meth-
ods are limited to the data space and the suggested methods should be
applicable for the targeted data space. For example, those methods sug-
gested for documents are not easy to apply for image data and vice versa.
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Hence, it is better to develop a generic augmentation method that does not
rely on data type and can be applied on different data types.

As all types of input data in machine learning methods can be pre-
sented in numbers, developing an augmentation approach in number space
can be usable for different types of data such as text and image. Autoen-
coders can help to achieve this goal. Autoencoders are able to produce
similar presented numbers for the original data set by preserving the same
semantic meaning of the original data. This approach will have poten-
tial to augment different versions of presentation for any text or image by
keeping the same semantic meaning of the original data. Then the pro-
duced new synthetic presentations with the original presentation of the
data will feed to the candidate classifier for training. It is expected the
proposed approach will improve classification performance.
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