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Abstract
Ultrafast Transient Absorption Spectroscopy is a powerful tool to reveal excited

state dynamics and semiconductor photophysics of semiconducting materials on

femtosecond (10-15 s) timescales, including carrier recombination, hot carrier cooling,

bandgap renormalisation and charge transfer. This technique uses a pump pulse to

excite electrons within a material into a higher energy state and measures the state of

the material by way of transmission of a probe pulse. This has provided insight into

the photoexcitation and charge carrier dynamics of a broad range of materials such

as organic semiconductors and halide perovskite materials.

This technique, however, faces two major obstacles. The first obstacle is the

inability to distinguish the effects of the excited state absorption and reflection on the

transmission of a material. With Transient Absorption measurements, the assumption

is made that the change in transmission is the result of the imaginary part of the

refractive index alone and does not consider the effect of the real part of the refractive

index, which relates to the reflection. This is not an issue for materials with a low

real refractive index, however, reflection effects can create significant artefacts on

the Transient Absorption signal for materials with a high refractive index, such

as perovskite materials. Attempts have been made to measure the excited state

refractive index, however, these techniques are model dependent and therefore may

not reflect the true excited state refractive index.

The second obstacle is the different requirements in spectrum and pulse energy for

the pump and probe pulses used in this experiment. This results in the use of a com-

bination of light sources, such as bulk supercontinuum generation, (Non)collinear

Optical Parametric Amplifiers, and/or nonlinear optical fibres to generate these dis-

tinct pump and probe pulses. The use of multiple light sources, each with their own

multitude of optical components, add to the complexity of the transient absorption
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spectroscopy system. In this thesis, we address these problems by implementing a

Frequency Domain Interferometry system and a Multiple Plate Compression light

source.

Firstly, the Frequency Domain Interferometer based on the Michelson interfer-

ometer is implemented in an existing Transient Absorption spectrometer. This is

discussed in chapter 3, where this system is used to measure the optically induced

change of the real part of the refractive index of CsPbBr3 perovskite. From this, the

excited state extinction spectrum is accessed, which provides valuable information

regarding the suspected reflection artefacts observed in the Transient Absorption

signal of this material.

Secondly, the Multiple Plate Compression lightsource is implemented in a Tran-

sient Absorption spectrometer in chapter 4. The Multiple Plate Compression is a

novel light source capable of generating intense, stable, temporally compressed and

spectrally broadband pulses, but has never been applied in the field of ultrafast spec-

troscopy before. The shot-to-shot stability and spectra of the pulses generated by two

multiple plate compression systems are analysed. The Multiple Plate Compression

Transient Absorption spectrometer is used on MAPbI3 perovskite to demonstrate the

application of this light source in ultrafast spectroscopy.

Finally, in chapter 5, the Multiple Plate Compression is used as a single light

source for an improved Frequency Domain Interferometer system, based on the

Sagnac interferometer. This technique is applied to obtain the optically induced

change of the real part of the refractive index of pentacene. These results are then

compared to the refractive index change obtained by a novel differential dielectric

functions model.

Understanding of the complex refractive index change of materials has great

implications for future optoelectronic device architecture. The analysis of the pulses

generated by the multiple plate compression show that it is an excellent light source

in the field of ultrafast Transient Absorption Spectroscopy. This paves the road for

the implementation of this system as a light source in other spectroscopic techniques

such as 2-Dimensional Electronic Spectroscopy and Impulsive Stimulated Raman

Spectroscopy.
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Chapter 1

Introduction

1.1 Research motivation

The current energy demand is at an all time high and the projected increase of

earth’s human population, and the increase of the living standards in developing

countries, will push the total energy consumption to even higher levels [1,2]. These

developments result in an expected increase in energy demand of 28 % by 2040 [3].

Currently, most of the energy demand is supplied for by burning fossil fuels such

as coal, gas and oil [2]. Not only is this a non-renewable source of energy with a

limited supply, but it is also the main contributor of greenhouse gasses [4]. These

greenhouse gasses lead to climate change which results in the sea level rise and

drastically changing weather conditions [5]. To avoid the severe consequences of

climate change, 196 parties have signed the Paris agreement in which they promise

to reduce greenhouse gas emissions to prevent the earth from warming more than

2 °C [6]. The reduction of energy consumption and the transition from fossil fuels to

renewable energy sources are critical steps to achieve this goal.

To meet the increasing energy demand, novel renewable techniques are required

to increase energy production or reduce energy consumption. The demand for

these developments is further driven by the required reduction of the amount of

greenhouse gasses emitted by burning fossil fuels to meet our current energy demand.

Semiconductor materials play an important role in this energy transition from fos-

sil fuels to renewable energy. These materials are at the heart of devices such as solar

cells, light-emitting diodes and computers. Traditional inorganic semiconductors,

such as gallium arsenide and silicon, have been essential for the information society

of present day and are the driving force between renewable energy production with

solar cells. These materials, however, require complex fabrication techniques at high

temperatures which results in large carbon emissions and high production costs [7].
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Besides this, these materials are reaching their limits in power conversion efficiency,

that is the available light to obtained energy efficiency, after decades of research [8].

Two new classes of semiconducting materials, Organic Photovoltaic (OPV) and

photovoltaic perovskite materials, have raised a lot of interest over the past decade

due to their high power conversion efficiency [9,10]. Single cell solar panels based on

perovskite materials have increased their power conversion efficiency from 3.8 % in

2009 to over 25 % in just over a decade while organic semiconductor solar cells have

a current record of 18.2 % [11,12]. These efficiencies are comparable to that of the single

cell solar cells based on conventional gallium arsenide or silicon semiconductors

which have been researched for over six decades [13,14].

Both of these materials have significant benefits over the conventional inorganic

semiconductor materials. The absorption and emission spectra are tunable by adjust-

ing the composition and/or dimensionality which allows for the use in specific light

absorbers and tunable light-emitting diodes [15–19]. They are solution processible at

room temperature [20–22], flexible [23,24], scalable for mass production [25], and the raw

resources and processing steps are cheap [22,26].

Material knowledge gap

It is important to understand the chemical and physical properties of these novel

photovoltaic materials in order to accurately measure and find ways to improve on

their photovoltaic functions. One such measure is the real refractive index, n, or more

specifically for this research, the excited state refractive index. This change in real

refractive index has great implications regarding the design of device structures such

as phase modulators and semiconductor laser cavities, and excited state transmission

signal interpretation as it is directly related to the change in reflection [27–29]. The

excited state refractive index of these classes of materials, however, have yet to be

directly measured. Attempts, so far, have been made experimentally via transient

reflection spectroscopy and ultrafast ellipsometry, but these techniques are model de-

pendent, introducing uncertainties in the obtained excited state refractive index [29–31].

The ability to directly measure the excited state refractive index of semiconducting

materials is highly motivating, as it could improve the understanding of the excited
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state dynamics. As the excited state dynamics reveal the loss and photon-to-energy

conversion mechanisms present in these materials, proper interpretation of the ob-

tained signals is essential. Also, the change of refractive index of a material might

lead to unwanted optical path length changes and reflection effects. Therefore, un-

derstanding the complex refractive index will improve the function and design of the

photovoltaic materials in real-life devices. In this research project, we discuss two

configurations of an ultrafast spectroscopic technique that can directly measure the

refractive index change of these semiconducting materials.

1.2 Method selection

The photoelectric conversion efficiencies, that is the conversion efficiency of light to

usable energy or vice versa, of devices made with semiconducting materials can be

improved if we understand the electronic response of these materials after photo-

excitation. A widely used method of obtaining the photoresponse on a femtosecond

timescale is Transient Absorption Spectroscopy (TAS). This technique uses optical

pump and probe pulses to excite the sample and measure the excited state by the

intensity of the transmission of the probe. This has provided insights in the excited

state dynamics and relaxation mechanisms of OPV and halide perovskite materials,

such as hot carrier cooling, exciton/charge recombination, bandgap renormalisation,

singlet fission and charge transfer [29,32,33].

The assumption made with TAS is that the transmission of the probe is only

dependent on the imaginary part of the refractive index, however, the spectrum of

the probe pulse is modulated by the sample by both the real and imaginary part of the

refractive index [34]. This means that photoinduced reflection effects are neglected in

this type of experiment. This assumption is valid for materials with a low refractive

index, however, this may not be valid for materials with a high refractive index, such

as the next generation OPV and perovskite materials, where reflection effects might

play a significant role [29,35].

To investigate the impact of the refractive index on the Transient Absorption (TA)

spectrum, we have applied two configurations of the Frequency Domain Interferome-
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try (FDI) technique [36,37]. This technique uses a broadband reference-probe pulse pair,

with a fixed time delay, to obtain an interference pattern in the frequency domain.

The pump pulse induces a change in the sample’s real part of the refractive index, as

observed only by the probe pulse, resulting in a change of optical path length, and

thus time delay between the pulses. This is observed as a shift of the interference

pattern, which is a direct result of the change in the relative phase between the

reference and probe pulse.

The pulse requirements for both TAS and FDI experiments are a stable broadband

(reference and) probe pulse(s), and a pump pulse with two opposing conditions,

depending on the desired information [38]. These conditions are an intense narrow-

band pump to resonate with specific energy levels within a sample, or a temporally

compressed broadband pulse to observe kinetics with a high temporal resolution [39].

The currently available light sources, however, are limited to bulk supercontinuum,

(Noncolinear) Optical Parametric Amplifier ((N)OPA) and nonlinear optical fibres,

which each have limitations in terms of their experimental implementation. Bulk su-

percontinuum generates a broad spectrum, however, destructive nonlinear processes

limits the achievable intensity of the pulses and the nonlinear crystal generates chirp

within the supercontinuum, resulting in ps pulse durations [40]. (N)OPAs, on the other

hand, can generate stable and intense pulses which are limited in the bandwidth due

to phase matching conditions [41,42]. Nonlinear optical fibres can generate intense and

broadband pulses, but applications are limited due to their sensitive input coupling

and therefore low stability [43]. These individual limitations result in a multitude of

light sources required for pump-probe spectroscopy systems.

Recently, the Multiple Plate Compression (MPC) has been introduced, providing

us with a new light source [44]. The MPC uses a series of nonlinear crystal plates

near a focal point of the beam to obtain a wave guiding effect and high intensities

so that nonlinear broadening of the spectrum can occur. This system can generate

intense broadband pulses with high stability. These pulses allow for easy temporal

compression, down to the single cycle, due to the small travel distance through the

nonlinear medium [45].
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Technique knowledge gap

In TAS and FDI, various laser pulses, a pump, reference and probe, each with their

own spectral and temporal attributes must be generated from a single femtosecond

light source. The limitations of the previously available light sources demand a com-

bination of light sources to generate the various pulses with differing requirements.

The MPC is a novel light source that successfully generates intense, stable, broad-

band and temporally compressible pulses, meeting the requirements for all pump,

reference and probe pulses, using a single straightforward optical layout. This light

source, however, has never been used before in the field of ultrafast spectroscopy.

This research presents the first application of the MPC in ultrafast spectroscopy by

using it as a single light source for TAS and FDI.

1.3 Thesis outline

This research report is laid out as follows:

• The remainder of this chapter provides an introduction to semiconductors and

describes the properties of the photovoltaic perovskite and OPV materials that

are researched in this thesis.

• Chapter 2 provides the optical background for the techniques applied in this

thesis. The theory of nonlinear optics and the ultrafast spectroscopic techniques

used for this research are explained.

• Chapter 3 discusses the ultrafast refractive index change of Caesium Lead

Bromide (CsPbBr3) perovskite, as measured using the FDI technique. The

obtained results are verified by retrieving the TA signal from the refractive index

change and comparing these results to the spectrum from a TA measurement.

Finally, the implications of the refractive index change in device architecture is

discussed.

• Chapter 4 discusses the pulses generated by two different configurations of the

MPC. These pulses are, for the first time, analysed on a shot-to-shot level to

assess the application of this light source in the field of ultrafast spectroscopy.
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After analysing the generated pulses, they have been used in TAS to show-

case the application of this light source in the field of ultrafast pump-probe

spectroscopy.

• Chapter 5 discusses the refractive index change of pentacene, as measured by

an improved FDI technique. This technique uses the MPC as a single light

source for the pump, reference and probe pulses, and an FDI system based

on a Sagnac interferometer. The results are compared to the results of a novel

differential dielectric functions model, capable of extracting the refractive index

change from the TA and steady-state transmission signal.

• Chapter 6 summarises the results found during this research and provides an

outlook for the MPC and FDI techniques.

1.4 Semiconductor physics

Figure 1.1: Representation of the band structures of a conductor, semiconductor and insulator.

The blue band represents the filled states while the white band represents the empty states

at zero Kelvin. The conductor shows that the Fermi level lies within an energy band. The

semiconductor and insulator has the Fermi level between bands so that the states of the

valence band is fully filled with electrons, and the conduction band is completely empty, with

the size of the bandgap as a difference between these two materials.
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All materials can generally be classified into three classes of materials depending

on their electrical properties. These classes are metals, semiconductors and insulators,

where the class of a material is determined by the electronic band structure of the

material. The band structure of a material is the result of the broadening of the discrete

energy levels of each atom or molecule within a lattice, due to the interaction between

the surrounding atoms or molecules [46,47]. This is a result from the interaction of

the electrons within the orbits of the atoms or molecules, lowering or increasing

the energy of the distinct energy level. When an ensemble of atoms or molecules

are placed close together, a large range of increased and decreased energy states

are available within the material. A simplified depiction of these band structures

is shown in figure 1.1 [48]. These band structures show the available electron states

within the material. At zero Kelvin, the electrons will occupy the lowest possible

states, however, the Pauli exclusion principle prevents them to occupying only the

lowest available state. Therefore, the electrons have to fill the energy states up to a

certain level, which is defined by the Fermi energy.

For conductors, this Fermi energy lies within one of the electronic bands of a

material, which results in a partially filled band. Therefore, the electrons are free to

move through the lattice, resulting in the conductive property of conductors [48]. For

semiconductors and insulators, this Fermi energy lies between two energy bands,

which is a region without available electron states. This results in a fully occupied

valence band and an empty conduction band, preventing the electrons from freely

moving through the material. Both of these materials therefore act as an insulator at

zero Kelvin. However, the difference between the semiconductor and insulator is the

size of the bandgap, which is smaller for semiconductors so that it has a conductivity

which is strongly dependent on temperature.

When the temperature of a material is increased, electrons will use the available

energy from the environment to occupy states above the Fermi energy. The tempera-

ture dependent distribution of electrons is given by the Fermi-Dirac distribution:

f (E) =
1

exp [(E− EF)/kBT] + 1
, (1.1)

where E is the energy of electron states, EF is the Fermi energy, kB is the Boltzmann
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Figure 1.2: Fermi-Dirac distribution of electrons at various temperatures according to equa-

tion 1.1, with the energy scale set relative to the Fermi energy. This shows that the probability

of carriers above the Fermi level increases with increasing temperature.

constant and T is the temperature of the electrons [49]. This distribution is shown in

figure 1.2 for various temperatures and shows that carriers have a nonzero probability

to occupy states above the Fermi energy. The smaller bandgap of semiconductors

allows for the electrons to occupy states within the conduction band when the

temperature is increased. These higher energy electrons leave holes, which are empty

states, in the valence band. This enables free movement of the electrons and holes in

the conduction and valence band respectively, resulting in a conductive behaviour.

1.5 Metal halide perovskites

Perovskite crystal structure

Perovskite materials are a class of materials with the perovskite atomic structure. The

first discovery of this particular structure was in a calcium titanium oxide crystal

(CaTiO3), discovered in 1839. The generalised form for the perovskite structure is

ABX3. For the semiconducting metal halide perovskites, the A stands for a monova-

lent cation, B is a divalent metal cation and X is a halogen anion [50]. This structure

has its A cation enclosed in corner sharing BX6 cages as shown in figure 1.3 for the

cubic perovskite structure. To obtain a stable perovskite structure, two size depen-
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Figure 1.3: Cubic Perovskite crystal structure. Here, A represents a monovalent cation, B

represents a divalent cation and X represents a monovalent anion.

dent empirical conditions are found which have to be fulfilled. These conditions lay

boundaries on the Goldschmidt tolerance factor t and the octahedral factor µ and are

given by

0.85 < t =
rA + rX√
2(rB + rX)

< 1.11, (1.2)

and

0.442 < µ =
rB

rX
< 0.895, (1.3)

with rA, rB and rX being the ionic radii for the A and B cations and the X anion

respectively [51]. These conditions are a result of the physical constraints of the sizes

of the used cations and ions to form a stable perovskite structure. Note that not all

materials that conform to these conditions will arrange in the perovskite structure.

The choice for the B site cation is generally the large lead ion (Pb2+) due to its

higher stability and efficiency. However, environmental and health concerns are

pushing for lead-free alternatives, such as tin (Sn2+). The choice of these atoms

results in a minimum size restriction to the A cation and therefore, the only suited

single atom is caesium (Cs+). Other options are the organic ions Methylammonium

and Formamidinium. The X-site can be occupied by either iodide (I−), bromide
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(Br−) or chloride (Cl−). By choosing different cations and anions, or creating mixed

compounds, the properties of the perovskite can be tuned [52,53].

Besides the composition, the dimensionality of the perovskites proves to be

another great pathway to tune the properties [53]. Perovskite quantum dots, wires and

platelets function in the quantum confinement regime. This confinement strongly

influences the bandgap, exciton binding energy, carrier recombination rate and

stability, providing great tunability of this material [17,54–56].

The tunability of these materials promise a bright future for these materials to be

used in the next generation photovoltaic components such as solar panels, LEDs and

lasers. However, stability issues have so far prevented commercial application of

these materials [57]. The perovskites are bound together via ionic bonds, which partly

explains the ease of the production of high quality crystals and high performance [58].

On the other hand, this also results in low decomposition temperatures, degrading the

perovskite at room temperature. This creates an active field, preventing degradation

via encapsulating and surface engineering [59,60].

Photovoltaic implications

The metal halide perovskites have an electronic structure with a bandgap in the eV

range, with the Fermi energy between the valence and conduction band [48]. This

results in a high electrical resistivity at room temperature, but a strong dependence on

temperature or photoexcitation. The electronic structure for Methylammonium Lead

Iodide (MAPbI3) is given in figure 1.4 as obtained by density functional theory [61].

The electronic response is dominated by the valence band maximum and conduction

band minimum, showing a bandgap of about 1.68 eV, being in agreement with

absorption spectra [62].

The band structure around the bandgap is approximated by parabolic bands. It

is still debated whether this bandgap is direct or indirect of nature. Experimental

and numerical results have shown direct bandgap behaviour [63,64]. However, Rashba

splitting effects might cause the bandgap to become indirect [65,66]. Wang et al. [67]

proposed an intrinsic indirect bandgap via the Rashba splitting which turns to a

direct bandgap under pressure. Local stresses in the lattice might explain the direct
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Figure 1.4: Electronic band structure for MAPbI3 perovskite, obtained via relativistic den-

sity functional theory calculations. Reprinted with permission from Umari et al. [61], (2014)

Springer Nature.

bandgap behaviour even while an indirect band is predicted. However, others claim

that the splitting is intrinsically too small to have a significant effect on the band

structure [68].

To obtain functional devices such as a solar cell or an emitting diode, the perov-

skite needs to be sandwiched between layers of other materials to extract the gener-

ated electrons and holes. An example is the device is shown in figure 1.5, from Kim et

al., who have deposited the MAPbI3 perovskite between a layer of titainum dioxide

(TiO2) and 2,2’,7,7’-tetrakis(N,N-di-p-methoxyphenyl-amine)9,9’- spirobifluorene

(spiro-MeOTAD) to create a solar cell structure [63]. The TiO2, with the conduction

band slightly below the conduction band of perovskite, functions here as an electron

extractor (acceptor). Spiro-MeOTAD is an organic semiconductor and has the Highest

Occupied Molecular Orbital (HOMO) above the valence band of the perovskite and

therefore acts as the hole extractor (donor). This simple device structure has achieved

a photocell efficiency of 9.7%.

Excited state dynamics

After photoexcitation of these materials, the electrons will go into an excited state

in the conduction band and create holes in the valence band. These photogener-

ated electron-hole pairs can follow different recombination pathways as depicted
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Figure 1.5: Example of a basic solar cell device band structure of MAPbI3. The TiO2 acts as

an electron extraction layer (acceptor) while the spiro-MeOTAD acts as an hole extraction

(donor) layer. This device structure achieved an photocell efficiency of 9.7 %. Reprinted with

permission from Kim et al. [63], (2012) Springer Nature.

in figure 1.6. First, the electron-hole pair will either form an exciton, which is a

electron-hole pair bound together via Coulomb interaction [69], or become free carri-

ers depending on the composition of the perovskite. Which of the two excited states

is more dominant is dependent on the ratio between the material specific exciton

binding energy Eb and the lattice temperature where the binding energy is deter-

mined by the strength dielectric screening. This dielectric screening dampens the

electric field strength of charge carriers, reducing the Coulomb binding between the

electron and hole. In the case of Eb < kBT, the available thermal energy in the system

is larger than the binding energy and the excited carriers will form free charges.

For bulk MAPbI3, a wide range of values for Eb is found between 2 to 62 meV [70].

However, time-resolved spectroscopic and high-magnetic field experiments have

shown that the generated photoexcited carriers mostly form free carriers at room

temperature [71–74]. By changing the compound and dimension of the perovskite, the

binding energy can be enhanced so that excitons are created instead [75].

The total charge carrier recombination dynamics is given by the rate equation

dn
dt

= G− k1n− k2n2 − k3n3, (1.4)

where n is the carrier density, G is the charge-density generation rate and k1, k2
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1.5 Metal halide perovskites

Figure 1.6: Different recombination pathways for MAPbI3 perovskite after photoexcitation

for different excitation intensities and their corresponding recombination coefficients. The

weak and strong pathways are indicated by a grey and black arrow respectively. Reprinted

with permission from Sum et al. [76]. Copyright 2016 American Chemical Society.

and k3 are the monomolecular, bimolecular and trimolecular recombination rate

constants respectively [77,78]. These different recombination pathways have different

carrier concentration dependencies and will be briefly discussed.

Monomolecular recombination is the recombination of electron/hole pairs or

excitons originating from a single excitation event and therefore has a recombination

rate which is independent of carrier concentration. This recombination rate in these

type of materials is very low [79]. This is explained by the free carrier behaviour

and the long carrier diffusion length in this material, which enables the charges to

spatially separate. Trap-assisted recombination is enabled by impurities and defects

in the crystal structure. These defects, such as grain boundaries or native point

defects (vacancies, interstitials, and antisites) create so called deep states [80]. These

are energy levels within the bandgap trapping the charges, creating a pathway for
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non-radiative decay.

Because of the low exciton binding energy, the geminate recombination rate is very

low and the monomolecular recombination in these materials most likely originates

from trap-assisted recombination. The trap concentration is strongly dependent on

the fabrication and therefore a broad range of rate constants, k1, is found. Values are

found between 1× 106 and 250× 106 s−1 for hybrid lead halide perovskites [70,77].

The bimolecular recombination is the recombination of two free carriers of oppo-

site charge and is associated with the emission of a photon. This recombination rate

is strongly dependent on the carrier density and is less dependent on the material

processing. This results in a more consistent recombination rate constant, k2, between

various measurements than for geminate recombination. The bimolecular recombina-

tion rate constant for halide perovskites vary between 0.6× 10−10 and 14× 10−10 cm3

s−1 at room temperatures, which compares to 4× 10−10 cm3 s−1 found for GaAs [77].

At higher intensities, trimolecular recombination (Auger recombination) becomes

more dominant. Auger recombination is the recombination involving three carriers,

two electrons (holes) and a hole (electron). By the recombination event of the hole

and electron, the additional electron (hole) receives the released energy and is ex-

cited further up (down) the conduction (valence) band. This is a strong effect for

perovskites with a recombination rate constant, k3, of 1× 10−28 cm6 s−1, which is a

factor 25 higher compared to GaAs [77]. This recombination is a non-emissive decay

pathway and the re-excitation of the carriers is suspected to be partially responsible

for the long hot carrier lifetime [81].

Perovskite materials can also show amplified spontaneous emission [82,83]. This

occurs at high fluence excitation, that is, when the free carrier density is high enough

for population inversion and is the same effect as lasing. However, in contrast to

lasing, amplified spontaneous emission is triggered spontaneously emitted photons

rather than a decay due to a external electric field. This means that the initial photon

that starts the cascade of amplified spontaneous emission can be emitted in any

direction and can have any polarisation [69]. The following amplification of this

electric field will then follow the direction and polarisation of the initial photon.

This excitation of perovskite will result in a change of both the real and imaginary
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part of the refractive index, which are related to the reflection and absorption respec-

tively [29,84]. This change in refractive index and the resulting excited state reflection

effect is investigated and discussed in chapter 3.

1.6 Organic photovoltaics

Organic semiconductors

OPVs are based on semiconducting organic molecules and polymers. This group of

materials consist of (hetero) aromatic ring molecular materials such as buckyballs

and nanotubes and conjugated polymers [85]. All of these materials have one thing

in common, which is that they contain sequential single and double bonds between

the carbon atoms, that is, they form the sp2 hybridisation. These bonds result in

conjugated π-bonds which allow for electron delocalisation and thus mobility within

the molecule or polymer [86,87].

Rather than having an electronic structure consisting of bands, the available

electron states of organic semiconductor molecules are more discrete, as depicted in

figure 1.7 [86]. These available energy states of organic molecules are the result of the

molecular orbitals, where the HOMO is the highest occupied state and the Lowest

Unoccupied Molecular Orbital (LUMO) is the lowest unoccupied state. In the solid

state, the molecules are close enough to affect their neighbouring molecular orbitals,

forming Davydov splitting of the LUMO and HOMO energy bands, indicated by the

multiple lines above and below the LUMO and HOMO, respectively, in figure 1.7 [88].

The bandgap of an organic semiconductor is given by the energy difference between

the LUMO and HOMO levels.

Pentacene

The specific OPV molecule discussed in this research report is pentacene. Pentacene

is an organic molecule consisting of five fused benzene rings and the molecular

structure is shown in figure 1.8a. Pentacene is an intrinsic p-type semiconductor,

which means that the Fermi level is closer to the HOMO than the LUMO [89]. This
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Figure 1.7: Representation of the band structure of inorganic and organic semiconductors.

The inorganic semiconductor has a band structure due to the environmental interaction of

each individual atom. The organic semiconductor consists of distinct energies originating

from the molecular orbitals. The HOMO and LUMO represent the highest occupied and

lowest unoccupied molecular orbital respectively.

material has a high charge carrier mobility with a measured hole mobility of up to

35 cm2/V, making it an excellent candidate as a hole extraction layer [90].

The energy states of pentacene and possible transitions are shown in figure 1.8b,

where Sx indicates a singlet state and Tx a triplet state [91]. These states are related to

the spin of the ground state electron in the HOMO and the excited-state electron in

the LUMO, where the singlet state has opposing spin and the triplet state has parallel

spin of these electrons. Two electrons in their ground state (S0) will have opposing

spin due to the Pauli exclusion principle [48]. Because of the forbidden transition

to the triplet state, for which the spin has to flip, the excitation of an electron only

results in the excited singlet state (S1), which can sequentially undergo relaxation to

the ground state by emission of a photon, or transfer into the triplet state (T2) via

spin-orbit coupling. This intersystem crossing, however, is a slow process for isolated

pentacene molecules (in a dilute solution) as this transition is spin forbidden [92]. The

relaxation of T2 to T1 is achieved via internal conversion, where T1 will eventually

will relax back to the S0, accompanied by another spin flip event. The TA signal of
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Figure 1.8: a) Chemical structure of pentacene. b) Electronic structure and possible energy

transitions within pentacene. The transitions related to absorption/emission of a photon are

indicated with a solid arrow, intersystem crossings with a wiggly black arrow and internal

conversion with the dashed arrow. c) Diagram of singlet-exciton fission within pentacene

indicated by the dotted arrow. Note that the second triplet is formed at a pentacene molecule

neighbouring the initially excited molecule. Triplet-Triplet annihilation is the inverse process

of singlet-exciton annihilation.

pentacene shows the same bleaching signal for the excited singlet and excited triplet

states due to the depleted S1 state and the forbidden optical transition from the S0

to the excited triplet states [93]. Besides that, the excited singlet state can undergo

relaxation via stimulated emission, which is superimposed on the TA bleach signal,

making the observed TA signal difficult to interpret.

An interesting property of pentacene is the capability of singlet-exciton fission

and triplet-triplet annihilation, which is the energy transfer from a single singlet (S1)

to two triplet states (T1) and vice versa respectively [94–96]. This exchange between

the singlet and triplet state is allowed as the energy level of the triplet state is similar

to half that of the singlet state. The energy transitions of singlet-exciton fission are

shown by the dotted lines in figure 1.8c, where the second triplet is created at a

neighbouring pentacene molecule. The inverse of this transition is the triplet-triplet

annihilation process. Singlet-exciton fission is both a fast and efficient pathway in this

material as the generation of the two triplet states from a single singlet state can occur

without a spin flip event, where two triplets with opposing spin are generated [97,98].

When the two triplets dissociate and diffuse to a donor/acceptor layer, two charges

can be extracted from a single excitation event. This may help to break the Shockley-
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Queisser limit, which is the calculated upper limit of the power conversion efficiency

of a single active layer solar cell using the emission spectrum of the sun, where one

photon is assumed to generate one electron-hole pair [99].

1.7 Conclusion

Increase of energy demand and emission of greenhouse gasses increases the need for

renewable energy sources and ways to reduce energy consumption. One possible

solution is to implement photovoltaic materials for solar panels and light-emitting

diodes. Two new classes of materials, photovoltaic perovskite and OPV materials,

have shown great promise for future implementation in these devices due to their

flexibility, tunability, easy processing methods and have had a major increase in

power conversion efficiencies over the last decade. However, to further improve

their efficiency, it’s important to understand the physical processes that occur after

photoexcitation and the dependencies on the material properties. This information is

often obtained via TAS where the assumption is made that the TA signal is purely

a result from the change in absorption, ignoring effects from the real part of the

refractive index, leading to misinterpretation of the obtained signal. In this thesis,

we will discuss the FDI technique that can measure the change in the real part of

the refractive index, which is directly related to the change in reflection, providing a

deeper understanding of the excited state dynamics of these materials. Furthermore,

the excited state refractive index has an impact on photovoltaic device design and

thus understanding it will improve the efficiency of novel photovoltaic devices.
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Chapter 2

Optics background and techniques

Ultrafast spectroscopy is the collective name of all spectroscopic techniques utilis-

ing femtosecond laser pulses to observe excited state dynamics on femtosecond to

nanosecond timescales. Just like a stroboscope can show discrete moments of an

event in an otherwise dark room on the timescale of seconds, ultrafast spectroscopists

use femtosecond laser pulses to shed light on discrete moments at the femtosecond

(10-15 s) timescales. These discrete moments are then combined to create a full image

of the excitation and relaxation event of materials.

In this chapter, we discuss the relevant optical constants and their relations and

the theory of nonlinear optics. Understanding the relation between optical constants

is crucial for understanding the relevance of the real part of the refractive index on

ultrafast spectroscopy. The nonlinear interactions discussed in this chapter are the

processes that occur in solid-state supercontinuum generation, used for the probe in

chapter 3, and within the MPC systems discussed in chapter 4 and used in chapter 5.

After that, the ultrafast TAS and FDI techniques presented in this work are discussed

as well as the relevant steps regarding data processing.

2.1 Relations between optical constants

When light encounters a medium, a couple of interactions can be observed. In

linear optics, which is the conventional way of treating light-matter interactions, the

light can be reflected, absorbed or transmitted [100,101]. Generally, the interaction is a

combination of these three effects, resulting in

1 = R + A + T, (2.1)

where R, A and T are the reflectance, absorbance and transmittance respectively.

The ratio of these coefficients is determined via the wavelength dependent relative

complex dielectric constant ε̂(ω) where the real part is related to the capability to store
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electrical energy while the imaginary part is related to the absorption, or damping,

of the electric field. The real and imaginary part of the dielectric function, ε1(ω) and

ε2(ω) respectively, are related to each other according to the Kramers-Kronig (KK)

relations

ε1(ω)− 1 =
2
π
P
∫ ∞

0

Ωε2(Ω)

Ω2 −ω2 dΩ, (2.2)

which describe the response of a system after perturbation. In this equation, Ω

describe all frequencies, ω is the wavelength for which the dielectric constant is

calculated and P is the Cauchy Principal value. The real part of the dielectric

constant is related to the susceptibility χ, which is proportional to the polarisability

of a material via

ε1 = 1 + χ. (2.3)

To relate the dielectric constant to the reflectance, absorbance and transmittance

of light in a material, it’s convenient to express the dielectric constant in terms of the

complex refractive index

n̂(ω) = n(ω) + ik(ω) =
√

ε̂(ω), (2.4)

for which the assumption is made that the material is non-magnetised. This results

in

n(ω) =

√√√√√ε2
1(ω) + ε2

2(ω) + ε1(ω)

2
(2.5)

and

k(ω) =

√√√√√ε2
1(ω) + ε2

2(ω)− ε1(ω)

2
, (2.6)

where ε2 is the imaginary part of the dielectric constant.

At the interface of two materials, part of the light will be reflected and transmitted.

The ratio between the reflectance and transmittance is given by Fresnel equations and

is dependent on the real part of the refractive indices of the materials involved, n1

and n2, the angle of incidence, θi and polarisation of the light [48]. The transmittance,

T, and reflectance, R, for P and S polarization are given by

TP(ω) =
2n1(ω) cos(θi)

n2(ω) cos θi + n1 cos(θt(ω))
, (2.7)
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TS(ω) =
2n1(ω) cos(θi)

n1(ω) cos θi + n2 cos(θt(ω))
, (2.8)

RP(ω) =
n2(ω) cos(θi)− n1(ω) cos(θt(ω))

n2(ω) cos(θi) + n1(ω) cos(θt(ω))
, (2.9)

and

RS(ω) =
n1(ω) cos(θi)− n2(ω) cos(θt(ω))

n1(ω) cos(θi) + n2(ω) cos(θt(ω))
, (2.10)

where θt is the angle of the transmitted light, dependent on the ratio

n1(ω)

n2(ω)
=

sin θt(ω)

sin θi
. (2.11)

This shows that the real part of the refractive index is directly related to the reflection

and transmission ratio for a single boundary. In section 3.2, this is further elaborated

on as two boundaries are close together, resulting in Fabry-Perot reflections.

Within the sample, only absorption plays a role. To calculate the total absorbance

of a sample, we need to calculate the absorption coefficient α(ω) using the complex

refractive index

α(ω) =
2ωk(ω)

c
, (2.12)

where c is the speed of light. This absorption coefficient is then used to calculate the

absorption of light within the material, A, in equation 2.1, using

A(ω) = 1− exp(α(ω)x), (2.13)

with x being the thickness of the material.

2.2 Nonlinear optics

Linear optics is the conventional way of treating light-matter interactions [100]. This is

described by the dipole moment per unit volume

P̃(t) = χ(1)Ẽ(t), (2.14)

where χ(1) is the linear susceptibility of the material and Ẽ(t) is the time dependent

optical electric field strength. The result of linear optics is that the frequency input

and output is the same and that the output intensity scales with the input intensity.
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Nonlinear optics, on the other hand, describes the nonlinear light-matter interac-

tions which is a result from the physical limitation of the polarisability of a material,

where the added polarisation of a material decreases with increasing electric field.

It is described by a power series of the polarisation in the field strength as given by

equation 2.14, resulting in

P̃(t) = χ(1)Ẽ(t) + χ(2)Ẽ2(t) + χ(3)Ẽ3(t) + ...

≡ P̃(1)(t) + P̃(2)(t) + P̃(3)(t) + ...,
(2.15)

where χ(2) is the second order and χ(3) is the third order susceptibility and so

on. Likewise, P̃(1) is the first order (linear) polarisation, P̃(2) is the second order

polarisation and so on. The result of this is that new frequencies can be generated,

as will be discussed in this chapter, and that the nonlinear processes will react in a

nonlinear way to the intensity. To be able to calculate the nonlinear processes, two

assumptions are made. The first assumption is that polarisation has an instantaneous

response to the electric field. The second assumption is the slowly varying envelope

approximation, which assumes that the envelope of a forward traveling pulse slowly

varies in time [102].

2.2.1 Second order nonlinearity

The first observation of nonlinear optics was a second harmonic signal, generated by

Franken et al. in 1961 [103]. The second harmonic signal is a second order nonlinear

response as a result from the second order nonlinear term:

P̃(2)(t) = χ(2)Ẽ(t)2. (2.16)

In the case of second harmonic generation, the electric field contains a single fre-

quency ω, described by

Ẽ(t) = Ee−iωt + c.c., (2.17)

where c.c. denotes the complex conjugate. Using this electric field with the second

order polarisation term described in equation 2.16 we obtain

P̃(2) = 2χ(2)EE∗ + (χ(2)E2e−2ωt + c.c.). (2.18)
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The second term of this equation indicates that the second order polarisation results

in an oscillation at two times the original frequency. This mechanism is visualised in

figure 2.1. The first term consists of a zero frequency component and is known as

optical rectification, which results in a static electric field within the material.

Figure 2.1: Principles of second harmonic generation with a) the geometry using a nonlinear

crystal with χ(2) > 0, where two oscillating electric fields interact in the crystal, according to

equation 2.18, to generate a single oscillating electric field at double the original frequency. b)

A schematic of the energy levels involved in second harmonic generation.

Note that for centrosymmetric materials, the second order susceptibility is zero

which can be shown by changing the sign of the electric field. Because of the inversion

symmetry of centrosymmetric materials, the sign of the polarisation must change as

well, resulting in

− P̃(2)(t) = ε0χ(2)(−Ẽ(t))2 = ε0χ(2)Ẽ2(t). (2.19)

This can only happen when χ(2) is zero. Therefore, second harmonic generation can

only occur in non-centrosymmetric materials.

In the case of sum-frequency, the electric field of two different frequencies interact

to create a single new frequency according to

ω1 + ω2 = ω3, (2.20)

with ωi being the three wavelengths involved in this process and all larger than zero.

The newly generated frequency, ω3, is the result of the sum of both input frequencies,

similar to second harmonic generation. Difference-frequency generation, however,

generates a photon with a frequency equal to the difference in input frequencies

according to

ω1 −ω2 = ω3. (2.21)
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In this case, ω2 is the signal and ω3 is called the idler. This shows that, by conservation

of energy, creating a photon with frequency ω3 will also result in an additional ω2

photon. This ω2 photon is a result from stimulated emission by the input ω2 from

the virtual state which is occupied after absorbing a photon with frequency ω1. The

energy difference, that is described in equation 2.21, is emitted as a photon with

frequency ω3.

2.2.2 Higher order nonlinearity and solid-state supercontinuum gen-

eration

The discovery of nonlinear optics has eventually given rise to supercontinuum laser

pulse generation. A supercontinuum laser pulse is a pulse that contains a broad range

of wavelengths. Figure 2.2 shows the spectrum of a broadband laser pulse generated

via bulk supercontinuum generation [104]. The input is a 100 fs laser pulse, centred

at 800 nm with a pulse energy of 310 nJ. This pulse is focused onto a YAG crystal,

resulting in a spectrum spanning from 470 nm to 1400 nm. These pulses play a vital

role in the field of ultrafast spectroscopy where they often serve as a broadband probe,

allowing for the observation of a wide range of frequencies. Another use for the

supercontinuum is as a broadband non-degenerate signal in a (N)OPA, where part

of the supercontinuum is selected and amplified, accommodating large wavelength

tunability.

Ever since the first observation of coherent supercontinuum generation, per-

formed by Alfano and Shapiro [105], much effort has been put into understanding the

mechanisms of supercontinuum generation and finding ways to generate broader,

brighter and more stable white light. The development of the chirped pulse amplifica-

tion technique [106], and the discovery of the kerr lens mode locking [107], allowed for

the generation of intense femtosecond pulses. This resulted in great advancements

in supercontinuum generation in gasses [108,109], liquids [108,110,111], solid state [112],

and nonlinear optical fibres [113]. These, in turn, resulted in the development of the

(N)OPA, and ultrafast spectrally resolved spectroscopic techniques amongst which

are the TAS and FDI techniques discussed in this research report.

The generation of broadband coherent light pulses can be described via femtosec-
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2.2 Nonlinear optics

Figure 2.2: Example of a supercontinuum generated by bulk supercontinuum generation in

a YAG crystal. Dashed line indicates the fundamental input pulse and the solid line indicates

the generated supercontinuum pulse. Reprinted with permission from Springer Nature

Customer Service Center GmbH, Springer Nature [104], 2019.

ond filamentation. This phenomenon is an intricate balance of nonlinear mechanisms

which is described as ”a dynamic structure with an intense core, that is able to propagate

over extended distances much larger than the typical diffraction length while keeping a narrow

beam size without the help of any external guiding mechanism” [114]. It depends on a com-

bination of various interdependent nonlinear mechanisms. The mechanisms at play

are self-focusing, self-phase modulation, self steepening, multiphoton absorption

and ionisation, plasma defocusing, Group Velocity Dispersion (GVD) and Group

Delay Dispersion (GDD), four-wave mixing and phase-matching. In this section,

these fundamental mechanisms are discussed. As this topic is complex and extensive,

complete books have been written on the field of supercontinuum generation. Here,

an overview is given to provide conceptual understanding of the relevant nonlinear

mechanisms. Full details and derivations about the mechanisms for supercontinuum

generation can be found elsewhere [104,115,116].

Kerr lensing

An important mechanism to explain supercontinuum generation is self-focusing,

also known as kerr lensing [117]. Self-focusing is related to the nonlinear refractive
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index of a transparent medium. The refractive index of a material is dependent on

the intensity of the pulse according to

n(t) = n0 + n2 I(t), (2.22)

where n0 is the refractive index of the medium, and n2 is the nonlinear refractive index

related to the third-order optical susceptibility from equation 2.15 of the material

according to

n2 =
3χ(3)

4ε0cn2
0

, (2.23)

where ε0 is the permittivity of vacuum and c is the speed of light. This shows that,

in a third-order nonlinear crystal, the refractive index increases (for χ(3) > 0) with

the introduction of a laser pulse. The profile of the refractive index enhancement

is dependent on the intensity profile of the beam, meaning that the centre of the

(Gaussian) beam profile will have a higher refractive index with respect to the edges

of the beam, creating a lensing effect. This lensing effect is further enhanced by

the increase of intensity while the pulse propagates through the material by the

self focusing, eventually leading to a singularity. However, diffraction and plasma

defocusing will dominate the self-focusing when the intensity of the pulse increases,

resulting in the defocusing of the beam [104,118,119]. If the intensity is in turn decreased,

self-focusing will take over again and focus the beam, resulting in a oscillatory

filamentation within a transparent nonlinear medium.

Self-phase modulation

Another mechanism at play is self-phase modulation. The refractive index change

does not only impact the beam in the transverse direction of the beam pointing,

but also in the propagation direction due to the time dependent intensity of the

pulse [104,115,120]. This causes a time-dependent refractive index change, resulting in a

nonlinear phase change within the pulse. This is called self-phase modulation as the

intensity of the pulse itself modulates the phase. The phase change is given by

φnl(t) =
ω0

c
n2

∫ L

0
I(t, z)dz, (2.24a)
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where ω0 is the initial frequency, z is propagation distance and L is the thickness of

the nonlinear medium [40,115]. Assuming a short travel distance through a nonlinear

medium, the assumption can be made that the variation of the intensity over the

propagation distance is negligible. This simplifies the phase change to

φnl(t) =
ω0L

c
n2 I(t). (2.24b)

The resulting frequency shift is given by [121,122]

∂ω =
∂φnl
∂t

, (2.25a)

or, using equation 2.24a

∂ω =
ω0L

c
n2

∂I
∂t

, (2.25b)

which, by assuming a Gaussian pulse of duration tg and peak intensity I0, results in

∂ω(t) = 4
ω0L
ctg

n2 I0t exp

(
−2

t2

t2
g

)
. (2.26)

Figure 2.3: Normalised temporal intensity distribution (blue) and resulting self-phase modu-

lation (red), according to equation 2.26, for a Gaussian temporal profile with a 100 fs (FWHM)

pulse duration and positive n2. Negative time represents the front of the pulse and positive

time the tail of the pulse.

Equation 2.26 is plotted in figure 2.3 for a pulse duration of 100 fs and positive n2.

This shows that a decrease of the frequency at the front of the pulse and an increase

of the frequency at the back of the pulse is generated.
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Group velocity dispersion and group delay dispersion

One mechanism that lowers the supercontinuum generation efficiency is GVD. The

group velocity of the pulse, that is the collective speed of a pulse envelope, is the

inverse derivative of the wavenumber, k = ωn/c, with respect to the angular fre-

quency

νg =
∂ω

∂k
. (2.27)

When light of different wavelengths pass through a medium, different wavelengths

encounter different refractive indices resulting in different speeds of light within the

medium. The amount of dispersion per unit length is called GVD and is calculated by

the derivative of the inverse group velocity with respect to the frequency according

to

GVD =
∂

∂ω

1
νg

=
∂2k
∂ω2 . (2.28)

The GVD within a material leads to GDD. GDD is a measure of the chromatic

dispersion, otherwise known as chirp, of the pulse and is given by the second

derivative of the change in spectral phase with respect to the optical frequency:

GDD =
∂2φ

∂ω2 , (2.29)

where the phase is the frequency dependent phase of the electric field, as will be

elaborated on in the next section. The total amount of GDD added by a transparent

medium is the amount of GVD of a material times the thickness of the material.

The refractive index dependent speed of light generally leads to the shorter wave-

lengths slowing down more than the longer wavelengths. This means that, when a

material is placed in the beam path, the pulses stretch in time as the shorter wave-

lengths will lag behind the longer wavelengths. For pulses with no or positive chirp

(long wavelengths leading the pulse), this causes temporal stretching, or chirping,

of the pulse while propagating through a transparent medium, resulting in an in-

crease of the GDD. This chirp increases the pulse duration, as will be discussed

in the section 2.3.1. This reduces the pulse’s temporal peak power, lowering the

supercontinuum generation efficiency.
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Self-steepening

One mechanism that has influence on the self-phase modulated broadening is self-

steepening. Self-steepening occurs because of the time dependent refractive index

change described in equation 2.22 [123]. This causes the centre of the (Gaussian) pulse

to slow down compared to the front and back of the pulse, as is the case when Q > 0.

This creates a steep trailing edge as shown in figure 2.4a, where Q = n2A2z/cτ and

x = (t− nz/c)/τ, with τ being related to the temporal pulse duration, z the distance

traveled through the nonlinear medium and A2 = |E|2/ cosh [(t− n/c)/τ] [124,125].

A so called optical shock-wave is formed when this edge becomes infinitely steep.

The steepening of the trailing edge results in an asymmetric spectral broadening of

the pulse, according to the derivative term of equation 2.25b. This results in a strong

blue-shift of the frequencies, and a decrease of red shift, as shown in figure 2.4b.

Figure 2.4: a) Self-steepening over travel distance for positive (Q ∝ n2 > 0) and negative

(Q ∝ n2 < 0) nonlinear refractive index. b) Maximum red shift (∆ω−) and blue shift (∆ω+)

without self-steepening (dashed line) and with self-steepening (solid line) for increasing Q.

Reprinted with permission from Yang et al. [124] © The Optical Society.

Multiphoton absorption and plasma defocusing

An important defocusing mechanism is plasma defocusing. As the band gap between

the valence and the conduction band of a dielectric material is larger than the photon
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energy, no photons can be directly absorbed. However, when the intensity of the

beam within the filament becomes large enough, multiphoton absorption events

occur that can overcome the band gap. The number of multiphoton absorption events

increases with increasing intensity according to the rate equation

∂ρ

∂t
=

βK

Kh̄ω0
IK, (2.30)

where ρ is the conduction electron density, βK is the multiphoton ionisation coefficient,

K is the number of photons required to overcome the bandgap and IK is the transition

rate. The result of this is that a higher intensity causes a bigger relative photon loss

due to a stronger multiphoton absorption.

These generated conduction electrons also have an impact on the refractive index

of the medium. The refractive index including this plasma effect is described by

n(t) = n0 −
ρ(t)

2n0ρc
, (2.31)

where ρc = ε0meω
2
0/e2 is the critical plasma density for which the plasma becomes

opaque to an electromagnetic radiation of frequency ω0. This shows that an increase

in conduction electrons, caused by an increase in multiphoton absorption, results

in a decrease of the refractive index. This has the inverse impact of the kerr lensing

effect and causes the beam to defocus until the intensity has decreased sufficiently

for kerr lensing to take over again [126].

Besides the defocusing, the plasma effect on the refractive index has an impact on

the phase as well according to the so called plasma-induced phase modulation. The

phase modulation due to the photo-induced plasma is given by

φnl(t) = −
ω0L

c
ρ(t)

2n0ρc
, (2.32)

assuming uniform free carrier distribution in the propagation direction. By using

equation 2.25a and assuming a Gaussian temporal profile, we obtain the plasma

induced frequency change

∂ω(t) =
ω0L

c
βK IK

0
Kh̄ω02n0ρc

exp

(
−2Kt2

t2
g

)
, (2.33)

which is always larger than zero. Therefore, the plasma induced broadening will

result in a blue shift of the spectrum.
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Four-wave mixing

Four-wave mixing is the mechanism where two or three photons interact to generate

two or one photons with a different energy according to

ω1 + ω2 = ω3 + ω4, (2.34)

where ωi can be both positive and negative. This is a result from the third order term

of the polarisation

P̃(3)(t) = ε0χ(3)Ẽ3(t). (2.35)

Figure 2.5: Principles of four-wave mixing with a) the geometry using a nonlinear crystal with

χ(3) > 0, where two oscillating electric fields interact in the crystal, according to equation 2.34,

to generate two oscillating electric field with higher an lower frequency than the two input

pulses. b) A schematic of the energy levels involved in four-wave mixing.

As there is a multitude of possible interactions, we will discuss a single non-

degenerate case. A full list of possible cases can be found elsewhere [100]. The

interaction for this case, in which two frequencies ω2 > ω1 interact to create two

new frequencies with ω3 < ω1 and ω4 > ω2, is depicted in figure 2.5. In this case,

all interacting frequencies, ωi, have different positive values. After this mixing

event, the newly generated photons, with wavelengths lying outside of the input

wavelengths, can participate again in this process, resulting in a cascade of new

available wavelengths.

Phase-matching conditions

The generated frequencies are strongly dependent on phase-matching conditions.

When photons with new frequencies are generated, these will travel at a different
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speed through the nonlinear crystal with respect to the input pulse according to

ν(ω) = c/n(ω), (2.36)

where ν(ω) is the wavelength dependent speed of light in a medium. This results in

a phase shift of the generated frequencies with respect to the induced polarisation.

As the input pulse creates more of the new frequencies while propagating through

the nonlinear crystal, in-phase with the induced electric field, these newly generated

frequencies will phase-shift with respect to the earlier generated frequencies, resulting

in deconstructive interference [102].

Figure 2.6: Result of phase shift during propagation through the nonlinear crystal. The newly

generated wavelength (bottom) travels at a different speed than the source pulse (top). This

generates an in-phase, out-of-phase oscillation of the newly generated wavelengths with

respect to previously generated wavelengths which destructively interfere, lowering the

overall conversion efficiency.

To illustrate this effect we will discuss the second harmonic generation as an ex-

ample, however, this is an important mechanism for all of the generated wavelengths.

Figure 2.6 shows a visualisation of what happens when phase-matching conditions

are not met. Over the whole propagation length, the input pulse will generate the

second harmonic signal, in-phase with the input pulse. By assuming nω < n2ω, the

input pulse will propagate through the nonlinear crystal faster than the generated

32



2.2 Nonlinear optics

pulse. Therefore, the input pulse goes in and out-of-phase with respect to the firstly

generated second harmonic signal. This means that the newly generated second

harmonic signal will also shift in and out-of-phase with respect to the previously

generated second harmonic. This results in deconstructive interference of the previ-

ously and newly generated signal, reducing the efficiency of the second harmonic

generation process.

Figure 2.7: a) Conversion efficiency from phase-matching conditions calculated for fixed

L = 20µm. A maximum conversion is achieved when ∆k = 0, which is perfect phase-

matching. b) Conversion efficiency for various ∆k values. Only when ∆k = 0 will the

efficiency uniformly increase with increasing thickness. For other values, an oscillating

pattern occurs due to in-phase and out-of-phase conditions.

To avoid this and achieve high conversion efficiency, phase-matching conditions

need to be achieved. This is the case when the induced polarisation and the generated

frequencies stay in-phase. The final generated intensity is given by

I(L, t) =
cµ0ω2

0
4
|P|2L2 sinc2(∆kL/2), (2.37)

with µ0 the permittivity in vacuum, ω0 the input frequency, L the propagation length

through the nonlinear crystal and ∆k the change in wave vector between the induced

polarisation and generated field. As equation 2.37 shows that the irradiance is

proportional to a sinc2 function, the maximum generated irradiance is obtained when

∆kL = 0 as shown in figure 2.7a. However, when L goes to zero, the conversion

efficiency drops due to the L2 term and no new frequencies are generated as shown
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in figure 2.7b. So a nonlinear crystal with nonzero thickness, L > 0, is required for

which we will only obtain a uniformly increasing function when ∆k = 0.

2.3 Pulse duration and Frequency-Resolved Optical Gat-

ing

2.3.1 Pulse duration

To analyse the pulse duration, we will have to understand the result of the sum of

electric fields, given by equation 2.17, with a broad range of frequencies. In this case,

we will also need to consider the phase of these frequencies, resulting in

Ẽ(t) = Ee−i(ωt−φ(t)) + c.c., (2.38)

with φ(t) being the phase of the pulse. The electric field of a broadband laser

pulse is a result of the sum of the electric fields of all the individual frequency

components. Depending on the relative phase of these frequencies, these will result

in constructive or deconstructive interference in the temporal domain. Due to the

different frequencies, the electric fields can only be in-phase at one instance as shown

in figure 2.8a. This results in constructive interference of all frequencies, generating

a large intensity at the in-phase conditions while deconstructive interference of the

varying terms cancel each other out outside of this region. The top plot of figure 2.8a

shows the sum of the intensity of 10 spectral components. In this case, it is the

transform limited pulse, which is when all electric field are in-phase and the pulse

duration is limited only by the spectral width of the pulse.

Figure 2.8b shows the impact on the pulse duration when more and higher

frequency components are present within the pulse. The relation between the spectral

width and the temporal limit for a temporal Gaussian pulse is given by

tp∆ω ≥ 0.441× 2π, (2.39)

where tp is the pulse duration measured by the Full Width at Half Maximum (FWHM)

and ∆ω is the spectral width [116]. Due to the increase of spectral width, the decon-

structive interference occurs closer in time to the region where the electric field are
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Figure 2.8: Models to show the relation between temporal compression and spectral broad-

ening. Only 6 spectral components are displayed for clarity. a) Shows a compressed pulse at

the top containing 10 spectral components with low frequencies as displayed at the bottom.

b) Shows a compressed pulse at the top containing 100 spectral components as displayed at

the bottom. c) Shows a pulse at the top containing 10 out-of-phase spectral components with

low frequencies as displayed at the bottom.

in-phase. This shows that broadening of the pulse or having the same bandwidth

in the spectral domain, as ∆ω ∝ ∆λ−1, with higher centre frequency, can lead to a

shorter pulse durations.

Unless accounted for, the pulse will contain a certain degree of spectral chirp

described by the amount of GDD as discussed in section 2.2.2. This means that the

phase of the individual spectral components is not the same. This case is shown in

figure 2.8c, where both constructive and deconstructive interference of the electric

fields of the spectral components occur over the whole time domain. This results in a

less defined peak and longer pulse duration and gives an indication of the complexity

of pulse shapes.
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2.3.2 Polarisation-gated - Frequency-resolved optical gating

To measure the phase of the spectral components and determine the pulse duration,

Trebino et al. have developed the Frequency-Resolved Optical Gating (FROG) [127,128].

This technique uses the instantaneous nonlinear interaction of two pulses in a

medium to create a signal pulse, either via nonlinear diffraction, Kerr effect or

higher order generation [129]. By temporally translating one of these pulses, the time

dependent spectrum of the signal pulse is obtained. This signal pulse is dependent

on the spectral and temporal distribution of both pulses used to generate it.

To measure the duration of these short pulses, and to optimise the chirp correction,

we have analysed the supercontinuum pulses generated by the MPC, as discussed

in chapter 4, with a Polarisation-Gated - Frequency-Resolved Optical Gating (PG-

FROG) system [127,128,130]. This is a special type of FROG where the signal is generated

via the optical Kerr effect within an instantaneous responding solid-state medium.

This method is chosen because of its large spectral detection range, high temporal

resolution, intuitive FROG traces and the lack of ambiguities [129].

The signal pulse is a result of the optical Kerr effect. The optical Kerr effect is the

change of the refractive index of a material by the electric field of a laser pulse, as

discussed in section 2.2.2. However, rather than inducing self-focusing, this effect

is used to separate the parallel and perpendicular polarisation components of the

probe pulse with respect to a pump pulse with a 45 ° polarisation angle [131]. The

refractive index change of the material induces a phase shift between the parallel

and perpendicular component of the probe pulse, only when the pump and probe

pulses spatially and temporally overlap, resulting in a nonlinearly polarised beam.

The signal pulse is obtained by implementing a polariser after the nonlinear crystal

at a 90 ° polarisation angle with respect to the unperturbated probe beam, only

transmitting the part of the beam that has been altered by the pump pulse.

The measured signal intensity of the PG-FROG is given by

I(ω, τ) =

∣∣∣∣ ∫ ∞

−∞
E(t)|E(t− τ)|2 exp(−iωt)dt

∣∣∣∣2, (2.40)

where |E(t− τ)|2 is the gate function and E(t) is the gated pulse. To extract E(t), an

iterative algorithm is applied using two constraints [132]. The first constraint is that
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the signal field has to match the pulse field of the gate and probe pulses, as given by

Esig(t, τ) = E(t)|E(t− τ)|2. (2.41)

The second constraint is that this signal field, when used in equation 2.40, can

reconstruct the signal intensity according to

I(ω, τ) =

∣∣∣∣ ∫ ∞

−∞
Esig(t, τ) exp(−iωt)dt

∣∣∣∣2. (2.42)

This can be solved using an iterative error reduction algorithm that, when given the

FROG traces and an initial guess of the complex electric field, can reproduce the

spectrum and retrieve the temporal and spectral phase of the pulse.

Figure 2.9: Error reduction algorithm steps to retrieve the PG-FROG traces.

The corresponding steps the algorithm takes are shown in figure 2.9 [132–134].

The guess of the complex electric field is used to generate the signal field using

equation 2.40, which is then Fourier transformed with respect to time to obtain the

signal field in the frequency domain. The magnitude of this signal field is then

replaced by the experimental FROG trace through

E′sig(ω, τ) =
Esig(ω, τ)

|Esig(ω, τ)|

√
IFROG(ω, τ), (2.43)
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while leaving the phase untouched. The inverse Fourier transform is then taken to

get back to the complex signal field in the time domain. The new version of E(t)

is then generated by integrating E′sig(t, τ) over τ and the loop starts again. This is

repeated until the newly generated E(T) is the same as the previously calculated

E(T).

2.4 Transient absorption spectroscopy

Ultrafast TAS is a technique that measures excited state dynamics of matter on

ultrafast timescales. It uses a pump and probe pulse pair, where the pump pulse

optically excites the electrons within a sample to a higher energy state and the probe

measures these states by way of transmission.

2.4.1 Transient absorption spectroscopy system

The TAS system consists of a couple key components, schematically shown in fig-

ure 2.10. A broadband probe pulse and a pump pulse are focused and spatially

overlapped at the focal point of the probe beam. This is confirmed by the beam

profile as observed by a CCD camera at this focal point. The spotsize of the pump is

kept larger than the waist of the probe to obtain a uniform excitation of the probed

area.

The sample is placed at the focal point of the probe so that both beams spatially

overlap inside the sample. To achieve this, the sample is moved through the focal

point of the probe beam and the optimised position is found by maximising the

observed TA signal. During the measurements, the samples reside inside a vac-

uum chamber under an active vacuum to prevent sample degradation caused by

interaction with air.

After the sample, the transmitted probe is spectrally dispersed by either a grating

or prism, as will be discussed in section 2.4.4, and focused onto a 1D detector to

observe the transmission of individual spectral components. The 1D detector is

electronically triggered by the laser amplifier to capture all individual laser shots.

Because of this, sequential shot pairs can be used to calculate the TA signal to
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Figure 2.10: Schematic overview of the relevant components of a transient absorption spec-

trometer. The pump and probe pulses arrive at the sample with time difference, τ. Every

other shot of the pump is blocked by a mechanical chopper and the arrival time is controlled

via a mechanical delay stage. The probe is spectrally dispersed after the sample and the

spectrum is collected by a 1D detector.

eliminate long term laser and environmental noise contributions.

The arrival time of the pump pulse is controlled using a computer controlled

mechanical delay stage which adjusts the physical path length of the pump. By using

that the speed of light is constant, the time delay, ∆t, is varied by

∆t =
2∆x

c
, (2.44)

where ∆x is the change in distance. The factor of 2 is added because the delay

is generated via a return trip. A mechanical chopper, running at half the laser

frequency so that it blocks every other pump pulse, is used to measure the shot-to-

shot modulation of the sample which increases the signal to noise ratio by using the

highly correlated sequential shots [135]. The wavelength of the pump is tunable with

the help of second or third harmonic generation, a (N)OPA or with the MPC. The

latter will extensively be discussed in chapter 4.

The temporal limitation at the earliest timescales that can be observed by the

TAS system is determined by the Instrument Response Function (IRF) duration. The

IRF is a result of the direct nonlinear interaction of the pump and probe pulses in
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the sample and/or substrate when both pulses spatially and temporally overlap.

This limits the earliest time delay that can be measured as this is not a response

from the excited state of the material itself, but rather the direct interaction of the

pump and probe pulses within a medium. This is defined by the convolution of the

temporal profile of the pump and probe pulses as this only occurs when both pulses

are overlapping in space ant time. These nonlinear effects can result in a large artifact

on the obtained TA spectra by direct modulation of the probe pulse, rather than from

the interaction with the excited state response of the sample. This means that to

observe kinetics at a shorter timescale, a shorter pump pulse duration is required.

2.4.2 Transient absorption signals in semiconductor materials

There are several different mechanisms that contribute to the TA signal [136]. An

overview of the different relevant mechanisms is given in figure 2.11 where the

excited state mechanisms are shown for a material with parabolic energy bands. The

TA signal constitutes of both positive and negative signals which correspond to an

increase and decrease in the transmitted probe after excitation respectively.

First, an excited state population is generated by the pump pulse, as shown in

figure 2.11a. Absorption of the pump pulse excites electrons from the valence band

into the conduction band, leaving holes in the valence band. These charges could

either be free carriers or bound excitons depending on the binding energy of the

exciton and available energy in the system. The excited state population quickly

rethermalises to comply with the Fermi-Dirac distribution as discussed in section 1.4.

As the excited electrons occupy states which were empty in the ground state,

no more electrons can occupy the same state due to the Pauli exclusion principle,

leading to a Ground State Bleach (GSB) as shown in figure 2.11b [48]. This is the so

called state filling and leads to the Moss-Burstein effect, seemingly increasing the

band gap. Because the energy states in the conduction band are occupied, and the

energy states at the valence band are empty, absorption of the probe wavelength

matching these energy transitions will be suppressed. This results in a positive signal

of the TA spectrum as the excited state absorption is reduced.

On the other hand, there are two excited state mechanisms that show a negative
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result named under Photoinduced Absorption (PIA). These two mechanisms are the

Bandgap Renormalization (BGR) and interband/intraband absorption. The BGR,

or bandgap shrinkage, causes the valence band to move up and/or the conduction

band to move down, as indicated in figure 2.11c, resulting in a smaller bandgap.

This is a result of Coulombic interactions of the charges [137,138]. This counteracts the

Moss-Burstein effect and, depending on the strength of both mechanisms, results in

the effective bandgap to either increase or decrease. Interband/intraband absorption

is the excitation of electrons (holes) in the conduction (valence) band into higher

available energy states as depicted in figure 2.11d. This transition is not possible

Figure 2.11: Schematic of the observed features of TAS, assuming the material has a parabolic

band structure. a) Is the pump absorption event, b) is the ground state bleach (positive

signal), c) is the bandgap renormalisation (negative signal), d) is the photoinduced absorption

(negative signal) and e) is the stimulated emission (positive signal). f) Represents the change

is reflection of the sample surfaces due to a modulated refractive index (either positive or

negative). g) Example TA spectrum of a 72.5 nm thick layer of microcrystalline CsPbBr3

perovskite, 1 ps after excitation at 400 nm with a fluence of 3.8µJ/cm2.
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in the ground state as the ground state to excited state is not resonant with this

energy due to the bandgap, and there are no electrons (or holes) in the conduction

(or valence) band to be excited. Therefore, the absorption of the photons with energy

corresponding to the energy difference of the electrons (or holes) in the conduction (or

valence) band and available higher energy states is increased, resulting in a negative

signal.

The last absorption mechanism is stimulated emission, which is indicated in

figure 2.11e. The photons of the probe will pertubate the matter (sample) with

carriers in the excited state. This results in the stimulation of carriers to fall back

to the valence band and emit a coherent photon. As this stimulated emission is

highly directional, the newly created photons will travel coherently with the probe

light, increasing its observed intensity. Therefore, this results in a seemingly lower

absorption and has a positive signal.

Another effect, which is often ignored with TAS, is the change of the reflection

of the probe, as indicated in figure 2.11f [136]. This is the result of the change in the

real part of the refractive index by the excited state population, which induces the

BGR, state filling and free carrier absorption [84,139]. These effects have a direct impact

on the imaginary part of the refractive index, which is related to the real part of the

refractive index via the KK relations [140]. This real refractive index change results in

a wavelength dependent artefact which can either be positive or negative. When not

taken into account, the refractive index induced signal can easily be misinterpreted

as a change in the absorption for materials with a high refractive index, such as

photovoltaic perovskites.

Figure 2.11g shows an example of a TA spectrum of a 72.5 nm thick layer of

microcrystalline CsPbBr3 perovskite layer 1 ps after excitation with a pump pulse

at 400 nm with a fluence of 3.8 µJ/cm2. This spectrum contains a clear positive GSB

signal centred at 523 nm, as indicated by figure 2.11b. The negative signal between

535 nm and 580 nm is the result of BGR, indicated by figure 2.11c, where the band

edge shrinks due to the altered Coulomb interaction of the excited charges. This

signal disappears within the first 2 ps as the charges will cool down to the shifted

band edge filling these newly generated states. The last feature is the negative feature
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below 510 nm of which the origin remain ambiguous. Where Price et al. previously

suggested this is from the change in reflection, indicated by figure 2.11f, others

have suggested this is actually a result from the change in absorption [29,141,142]. This

change in absorption is either from interband absorption, figure 2.11d, or the BGR,

indicated in figure 2.11c, extending to energies above the state filling. This origin

is further discussed in chapter 3, where the FDI is used to measure the impact that

reflection has on the TA spectrum.

2.4.3 Pulse requirements and preparation

One of the key components of this technique is a stable broad supercontinuum

probe [38]. This is used to obtain the kinetics over a large spectral range, allowing for

the observation of the excited state dynamics on a broad range of energy levels within

the material. This supercontinuum is typically generated by bulk supercontinuum

generation or a (N)OPA [38,143].

As for the pump pulse, an intense tunable pump pulse is required to bring the

material to an excited state. There are two opposing operating conditions for the

pump pulse. The first option is a tunable narrowband pulse, resonating with specific

energy transitions within the material. This, for example, is important to examine

charge transfer within an organic semiconductor blend [144]. These pulses are usually

generated by a (N)OPA, which amplifies a small spectral part of a supercontinuum

or uses the resulting idler [38]. The second option is a broadband pump pulse to allow

for temporal compression to the femtosecond duration [136]. These short pulses result

in a short IRF duration, which allows the observation of kinetics on the shortest of

timescales. The conventional way of generating these short pump pulse is with a

(N)OPA or nonlinear optical fibres.

Bulk supercontinuum generation is achieved by focusing a pulse into a nonlinear

crystal, broadening the beam as discussed in section 2.2.2. The bulk supercontinuum

generation can result in a larger than octave spanning supercontinuum as discussed in

section 2.2.2 [145]. The (N)OPA can generate wavelength tunable, easily compressible

and intense pulses by amplifying part of a bulk supercontinuum via four-wave

mixing [146]. As for the nonlinear optical fibres, they can produce an intense and
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broad supercontinuum by using a nonlinear gas and a long path length [43]. All of

these techniques, however, have their respective drawbacks as will be discussed in

chapter 4.

2.4.4 Spectrometer

The supercontinuum probe is measured by a spectrometer, depicted in figure 2.12.

The beam is first focused onto a slit to create an object of fixed size and then projected

to the Fourier plane. The slit width partly determines the optical resolution of the

spectrometer by setting the object size. After collimation, a dispersion element is

used to separate the spectral components. This can either be a prism (figure 2.12a),

or a grating (figure 2.12b). The prism has the benefit of having a high throughput but

generates nonlinear dispersion while the grating has lower throughput, but generates

linear dispersion. A lens, or concave mirror, is used to focus the different spectral

components onto a 1D detector.

Figure 2.12: Two configurations of a spectrometer. The light is focused onto a slit to set the

object size on the detector. The light is then collimated and dispersed via a a) prism or b)

grating. The light is then focused onto a 1D detector which collects the spectra.

For the prism spectrometer, the dispersion is determined by the difference in

refractive index of the prism for different spectral components. The total beam
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deviation δ from its original path for each wavelength can be calculated according to

δ = θi + sin−1
[

sin(α)
√

n(λ)2 − sin2(θi)− sin θi cos α

]
− α, (2.45)

where θi is the angle of incidence and α is the apex angle of the prism [147].

In the grating spectrometer configuration, a blazed reflective diffraction grating

is used. Here, the dispersion is determined by the groove density of the grating

according to the grating equation:

mλ = d[sin(θi) + sin(θo)], (2.46)

where m is the order of the reflection, d is the groove spacing, θi is the input angle

and θo is the output angle. Using the output angle, we can calculate the dispersion

on the camera
dλ

dL
=

d cos(θo)

mF
× 106, (2.47)

where dλ is the total spectral range, dL is the width of the dispersed beam and F is

the focal length of the imaging lens.

2.4.5 Data processing

A 1D detector runs at the same readout frequency as the laser amplifier repetition-

rate output to allow acquisition of each individual shot. The output of each shot is

a single vector with the measured intensity of the probe pulse for each pixel. The

pixel numbers are converted to wavelength as discussed later in section 2.4.5. All the

individual shots are collected to calculate the TA signal by using sequential shots.

A small portion of the pump, after the chopper, is collected by a photodiode to

measure the state of the pump of the individual shots. This reference value is used

to indicate the acquired shots as pump ”on” (1) or pump ”off” (0). On top of that, it

serves as an error check to detect possible missed shots.

The TA signal is calculated as

∆T
T

(λ, t) =
T∗(λ, t)− T(λ)

T(λ)
, (2.48)
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where T∗(λ, t) is the excited-state transmission for various pump time delays and

T(λ) is the ground state transmission. The TA signal is calculated for each sequential

excited and ground state probe pair to eliminate any long-term laser fluctuations with

sequential shots having higher correlation. This is further be discussed in section 4.4.4

where the correlation of the MPC supercontinuum is discussed. The obtained TA

signals are then averaged per time point. The time dependent spectra are then put in

series to obtain a surface of the excited state response.

Background subtraction

The camera detects the supercontinuum probe on top of a dark background and

light pollution in the room. The dark background is a signal level that the camera

measures without any light arriving on the detector, while light pollution is the light

from any external light source within the room that reaches the detector. These noise

contributions have a significant impact on the TA signal as the relative change in

transmission is artificially reduced without background correction as the measured

intensity for both ”on” and ”off” shots is increased by a fixed amount. Therefore,

a background measurement is taken whilst blocking only the probe before each

measurement. This has as an added benefit that potential pump scattering for the

”on” shots can be measured as well. By subtracting the ”on” and ”off” background

from the corresponding shots, the true probe spectrum can be observed.

Wavelength calibration

For this research, two methods of wavelength calibration are used. The first method

is with the use of bandpass filters. These filters only allow a small spectral region,

typically a Gaussian shape with a FWHM of 10 nm, to pass through. By using differ-

ent band pass filters, specific pixels of the camera can be assigned to the wavelengths

corresponding to the centre wavelengths of these filters. Depending on the spectrom-

eter configuration, either the prism equation (equation 2.45) or linear interpolation is

used to fit the wavelength calibration curve.

The second method is to use an external light source. For this experiment, a

grating spectrometer (SpectraPro 2150, Princeton Instruments) is used, with the capa-
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bility to set the centre wavelength for given grating specifications. This spectrometer

has a rotation-controlled grating which can translate the spectrum across the detec-

tor, which enables the use of a single continuous wave laser with known emission

wavelength to calibrate the axis. By setting the spectrometer to the continuous wave

laser wavelength, the centre position on the camera is recorded. By then rotating

the grating to another centre wavelength, the wavelength from the continuous wave

laser is translated to another pixel on the camera. Using the linear dispersion from

the grating, ∆λ/∆pixel can be extracted over the full spectral range. By using the set

wavelength at the centre pixel, the corresponding wavelengths of the full pixel range

can be extrapolated.

The bandpass filter method is used for relatively low resolution spectrometer

experiments as the width of the bandpass filters result in relatively wide Gaussian

profiles on the camera compared to a continuous wave laser. The benefit however

is that it requires no external light source and thus requires no separate alignment

procedure. However, when high resolution is required, the continuous wave laser

procedure is the only reliable option.

Chirp correction

The supercontinuum probe is generated in a nonlinear solid-state crystal with a

wavelength dependent refractive index. This wavelength dependent refractive index

results in a different optical path length of the various wavelengths within the crystal

which generates GDD of the pulse. This means that the generated pulse has obtained

a chirp, which is a delay of the spectral components of the probe with respect to one

another. Therefore, the arrival time of the probe at the sample is dependent on the

wavelength, with a delay of up to a couple picoseconds [38]. When the pump delay is

adjusted, with respect to the probe arrival time, different wavelengths observe time

zero at different time delays, which is observed with TAS as a wavelength dependent

time zero. The effect of this chirp is shown in figure 2.13 for a monolayer of tungsten

disulfide (WS2) placed on a plasmonic structure under resonant conditions [148].

This shows that the temporal pump-probe overlap occurs earlier for the shorter

wavelengths, as the signal appears before the negative signal at 650 nm appears.
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Figure 2.13: The effect of chirp correction of a TA spectrum. This spectrum is the TA spectrum

of a plasmonic-WS2 heterostructure with a probe angle of 22 degrees and a 400 nm pump

pulse with a fluence of 12 µJ/cm2 [148]. Here, a) is the original spectrum and b) is the chirp

corrected spectrum.

This chirp needs to be corrected for to accurately describe the time dependent

TA spectra, especially at early times. To achieve this, a convolution of a Gaussian

pump pulse and (bi)exponential decay is fitted through the data to approximate the

kinetics for every wavelength from which the peak position of the Gaussian pump is

extracted. A second degree polynomial is fitted through all of these peak positions to

approximate the wavelength dependent delay. Finally, the estimated time zero is set

to a uniform time zero by subtracting the obtained time delay from the corresponding

individual wavelength components. The result of this is shown in figure 2.13b, where

we can see that both the positive and negative signal appear at the same time delay.

2.5 Differential phase spectroscopy

Transient absorption spectroscopy measures the modulation of the transmission of

a probe pulse after excitation of the sample. This technique measures solely the

amplitude of the signal and thus ignores any phase information. FDI on the other

hand is a technique that is capable of extracting the phase information by introducing

a broadband time-delayed reference-probe pulse pair, rather than a single probe,

to obtain an interference pattern in the frequency domain [36,149]. There are three

benefits of this technique related to its dependency on the phase rather than the

intensity of the probe pulse. The first is the insensitivity to reflection effects on the

48



2.5 Differential phase spectroscopy

transmission introduced by the transient refractive index as a result of excitation of

the sample during pump-probe spectroscopy. The second is that pump scattering

onto the detector does not contribute to the interference signal as the pump and

probe are temporally separated after time zero. The last benefit is that any stimulated

emission does not contribute to the phase change and thus the signal obtained by the

FDI is decoupled from the stimulated emission.

2.5.1 Interference

Interference is an often used technique to extract the phase information of two beams

of light in steady state spectroscopy. In previous studies, a Michelson interferometer

was used to extract the ground state refractive index of materials or the thickness of

the material [150,151]. Later, this technique has been implemented in the field of ultra-

fast spectroscopy using a broadband laser pulse to extract the phase information [36].

When two beams of light are co-polarised, temporally and spatially coherent

and spatially overlapping, interference will occur. This is the case for all of our

experiments as we use a polariser before the spectrometer and use a coherent light

source. In this section, we will briefly derive the interference equation of two light

beams with the same single wavelength [147].

We can write the wave equations for two beams of coherent light as

E1(r, t) = E01 cos(k1 · r−ωt + φ1), (2.49a)

and

E2(r, t) = E02 cos(k2 · r−ωt + φ2), (2.49b)

where E1 and E2 are the electric field strength of the two beams, ω is the frequency,

t is time and φ1 and φ2 are the initial phases. As we measure the irradiance (time

average of the magnitude of the electric field strength squared), rather than the sum

of the electric field, we can evaluate the irradiance, I,

I =
〈

E2
〉

T
=
〈

E2
1 + E2

2 + 2E1 · E2

〉
T

, (2.50)

where E is the sum of the electric fields. From here, we can isolate 〈2E1 · E2〉T = I12,

which is the interference term. From here on, we assume a collinear geometry
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Figure 2.14: Overview of the effect of interference of two electric fields, according to equa-

tion 2.52, with different amount of phase delay for a wavelength of 500 nm.

(k1 = k2), which is always the case for the performed experiments, and an ideal

case of equal electric field strength. By using this assumption and that the time

average of the electric field is half of the maximum field strength, I1 = I2 = E2/2,

we can evaluate the scalar interference term, which is the result of the cross term of

equation 2.50, as

I12 = E2 cos ∆φ, (2.51)

where ∆φ is the phase difference between the two beams. This gives us the total

irradiance

I = I1 + I2 + 2
√

I1 I2 cos ∆φ. (2.52)

From this interference equation, there are three possible scenarios depending on the

phase difference ∆φ, illustrated with the electric fields in figure 2.14: constructive

interference (∆φ = 0,±2π, ..), deconstructive interference (∆φ = ±1π,±3π, ..) or

an intermediate phase for all other values for ∆φ. It is important to note that any

incoherence or temporal mismatch will result in a reduction of the interference

contrast, that is, the difference in peak and valley values.

2.5.2 Frequency domain interference

Whereas in section 2.5.1 the assumption was made for a single wavelength, we can

expand the interference term to become wavelength dependent. This is done by
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Figure 2.15: Interference model according to equation 2.52, extended in the frequency domain

by using equation 2.54, for excited and ground state. The parameters for this model are a

time delay of 2 ps between the reference and probe for the ground state. For the excited state,

an exaggerated ∆n = 1 over the whole spectrum for a material with a thickness of 100 nm is

used, resulting in ∆φ = −0.2π at 500 nm.

defining the relative phase:

∆φ(λ) = −2π

λ
∆ OPL, (2.53)

where ∆ OPL is the optical path length difference of the two pulses. For laser pulses,

this can be written in the time-domain as

∆φ(ω) = −ωT, (2.54)

with T being the time delay between the two pulses. From this we can see that the

phase difference is dependent on wavelength if we introduce a path length difference,

or time delay, between the two pulses. The result of this is an interference in the

frequency domain shown as the ground state interference in figure 2.15 for an optical

path length difference of 596 µm, or 2 ps.

When a piece of material, i.e. sample, is introduced between the interferometer

and detector, the increase of optical path length of both beams is equal. When we

(optically) excite the sample between the reference and probe pulse, the refractive

index observed by the probe may be modulated, depending on the optical properties

of the material. The change in optical path length because of this excitation is given
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by

∆ OPL(ω) = ∆n(ω)l, (2.55)

where ∆n is the change in refractive index and l is the thickness of the material. Note

that the spatial profile of the probe beam has to measure the same ∆n(ω) to obtain an

acurate value, therefore, the probe spot has a diameter which is typically four times

as small as the pump spot diameter. From equation 2.53 we know that the phase

is directly related to the optical path length, and thus, by combining equations 2.53

and 2.55, we obtain

∆n(ω) = −∆φ(ω)c
ωl

, (2.56)

which shows a direct relation between the change of phase of the probe pulse and

the refractive index. The result is a phase shift of the probe while that of the reference

remains constant, resulting in a shift of the interference pattern. This is shown by

the excited state in figure 2.15, where a refractive index change of 0.2 over the whole

spectrum is simulated on a sample with a thickness of 100 nm.

2.5.3 Frequency domain interferometry system

A schematic of the important components of the ultrafast FDI setup is shown in

figure 2.16. This setup a straightforward adaptation of an existing TAS system

where the white light probe is split into a reference and probe pair with a Michelson

interferometer. With the two arms set at different length, a fixed time delay is set

between the two pulses. The grating then stretches the short broadband pulses due

to the dispersion of the white light into its different frequency components [116]. This

stretching results in temporal overlap on the detector as described in section 2.3,

creating an interference pattern in the frequency domain from which the phase at

each wavelength can be obtained.

Optical excitation of the sample is set around the probe arrival time, but has

to arrive after the reference pulse to avoid modulation of the reference pulse. The

pulse sequence is schematically shown in figure 2.17. The excitation event can alter

the refractive index, resulting in a phase shift between the reference and probe as

discussed previously.
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Figure 2.16: Schematic overview of the relevant components of a frequency domain interfer-

ometer. The pump and probe pulses arrive at the sample with time difference τ, while the

reference and probe pulses arrive with time difference T. Every other shot of the pump is

blocked by a mechanical chopper and the arrival time is controlled via a mechanical delay

stage. The reference and probe pulses are spectrally dispersed after the sample using a

grating, indicated in the box on the bottom left. This temporally stretches the reference and

probe pulses so that they overlap, indicated by the box on the bottom right. This overlap

creates an interference pattern in the frequency domain, which is collected by a 1D detector.

2.5.4 Phase extraction method

Knowing that there is a direct relation between the refractive index and the phase

of the interferogram, we need a way to extract the phase information. Tokunaga et
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Figure 2.17: Schematic of the pulse sequence used in the frequency domain interferometer.

A leading reference pulse arrives at the sample before the pump. Finally, the probe pulse

arrives to observe the excited-state.

al. [36] used the shift of the minima of the interferogram to extract the phase. The

estimated error due to intensity change is

δ∆Φ ≈ − exp(−∆k± 1)δdk/dω

T + d∆Φ/dω
, (2.57)

with ∆Φ = −∆nωx/c and δ∆Φ being the differences between the actual and mea-

sured ∆Φ. In this equation, the minima corresponds to the -1 case while the maxima

corresponds to the +1 case, resulting in a smaller error for the minima. This is a

robust method, however, it limits the spectral resolution at which the phase can be

acquired. The spectral resolution for this method can be increased by increasing the

time delay between the reference and probe pulse creating an interference with a

shorter period. However, increasing the time delay will reduce the temporal overlap

of the reference and probe on the detector resulting in lower contrast between the

maxima and minima of the interference as displayed in figure 2.18.

To overcome the limitation of spectral resolution, we have implemented a phase

extraction method based on the discrete Fourier transform,

Xk =
N−1

∑
m=0

xm exp(− i2π

N
km), (2.58)

where N is the number of samples, m is the considered sample, xm is the value of the

signal at time m, k is the considered frequency and XK is the final obtained complex
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Figure 2.18: The effect of different time delay, T, between reference and probe on the inter-

ference pattern. Increased time delay decreases the period of the interference pattern, but

lowers the interference contrast by decreasing the temporal overlap.

number containing amplitudes and phase of the frequencies that can reconstruct the

signal [152]. A diagram of the steps of the Fourier method is displayed in figure 2.19

and has shown the same result as the minima analysis with significant higher spectral

resolution [153].

This method selects a small spectral window containing at least one full oscillation

of the interference pattern. A larger window will increase the accuracy of the phase

extraction method as more oscillations are present, reducing the impact of noise

within the spectral window. However, the inclusion of more frequency components

will artificially smooth the obtained δφ as the frequency of the oscillations change

with the probe wavelength. Including too many frequency components can broaden

the dominant frequency, introducing errors in finding the actual frequency of the

centre wavelength. The average of the signal within the window is then subtracted

to achieve oscillations around zero to prepare the data for additional padding. After

this, the spectrum is multiplied by a Hanning window to eliminate the effect of

discontinuous (nonzero) boundary values. This spectrum is then padded by zero

values to obtain more accurate amplitudes of the frequencies. This implemented

method is empirically found to resolve a more consistent phase compared to no

processing or either only applying the Hanning window or padding.

By taking the Fourier transform, the dominant frequency of the window is ex-
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Figure 2.19: Step by step process to extract the phase. First, a window is selected. Then,

the mean is subtracted and the window is multiplied by a Hanning window to remove

the impact of nonzero values at the edge of the window. Then the window is padded by

zeros to artificially increase the intensity contrast. The dominant frequency is extracted by

taking the Fourier transform and its corresponding phase is stored. This is repeated until the

whole spectrum has been analysed, for every time point for both excited and ground state.

The difference in phase is obtained by subtracting the phase of the ground state from the

excited-state

tracted by finding the frequency with the highest intensity of the absolute value of

Xk. The phase of this frequency is extracted by the corresponding argument of Xk.

By doing this for both excited and ground state, the change of phase is extracted. The

Matlab code written for extraction of the change in phase and refractive index can be

found in appendix A.
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2.6 Conclusion

In this chapter, the relations between optical constants and the reflection, transmission

and absorption are discussed. Furthermore, the field of nonlinear optics is introduced

including second harmonic generation and supercontinuum generation. Detail is

given on the origin and effects of Kerr-lensing, self-phase modulation, self-steepening,

four-wave mixing, phase-matching, group velocity dispersion and group delay

dispersion on supercontinuum generation.

Three ultrafast spectroscopic techniques are discussed: PG-FROG, TAS and FDI.

The PG-FROG is capable of measuring the duration of ultrafast laser pulses, using

an optical Kerr-gate. The TAS measures the change in transmission of a broadband

probe pulse travelling through a sample between the ground state and excited state.

The FDI measures the change in the phase of a broadband probe pulse, related to the

real part of the refractive index, after traveling through a sample in the ground state

and excited state. This technique extracts the phase of the probe pulse by obtaining

the frequency domain interference between the probe and a unperturbated reference

pulse.
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Chapter 3

Direct measurement of the ultrafast

photoinduced refractive index change of

CsPbBr3 Perovskite

The contents of this chapter have resulted in the following publication:

Ultrafast Spectrally Resolved Photoinduced Complex Refractive Index Changes in CsPbBr3

Perovskites, R.R. Tamming*, J. Butkus*, M.B. Price, P. Vashishtha, S.K.K. Prasad, J.E. Halpert, K.

Chen and J.M. Hodgkiss - ACS Photonics 2019 [154]†

3.1 Introduction

Perovskite photovoltaic materials have shown great promise for solar cell applica-

tions due to their high power conversion efficiency [155,156]. On top of that, they are

easily tunable for light-emitting diodes [157,158] and show the capability to be used

in lasers [16,159]. Therefore, these materials are extensively studied by using ultrafast

spectroscopy to obtain an insight into the key parameters such as BGR [29], hot carrier

cooling [29,160,161], diffusion lengths [73,162], and carrier recombination rates [73].

One of the techniques used to unravel the excited state dynamics is TAS, which is

discussed in section 2.4. With this technique, the assumption is made that the differ-

ence in transmission is solely coming from the change of absorption of the sample,

and thus ignoring the change of the real part of the refractive index. This is true for

materials with low real refractive indices, such as early organic photovoltaic materi-

als. However, this assumption breaks down once the refractive index increases which

is the case for the more efficient perovskite photovoltaic materials. The transient

refractive index results in reflection artefacts which can have a significant impact on

the TA signal of these materials [29,141]. Besides artefacts in the TA signal, the change

*Both authors contributed equally to this work.
†Justinas Butkus provided the setup and performed the measurements. Parth Vashishtha provided

the samples. Ronnie Tamming performed the data analysis and further modelling.
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3.1 Introduction

Figure 3.1: Transient absorption signal of microcrystalline CsPbBr3 perovskite with a thick-

ness of 72.5 nm at 400 fs. The sample is pumped at 400 nm with a fluence of 3.8 µJ/cm2. The

origin of the signal indicated by the pink box is still under debate.

in refractive index can have great implications for the development of novel devices,

such as optical switches, photodetectors, modulators, photovoltaic cells and laser

cavities [53,84,139].

The transient absorption spectrum of CsPbBr3 is shown in figure 3.1, where the

origin of the negative signal at the area indicated in pink is still under debate. At-

tempts to decouple the absorption and reflection contributions to the TA signal have

been made with inconclusive outcomes. Price et al. have measured both the transient

transmission and reflection spectra simultaneously of a CH3NH3PbI3 perovskite

sample and report a strong reflection effect, especially in the photoinduced absorp-

tion signal above the band edge [29]. This technique, however, is model dependent,

difficult to implement and suffers from scattering of polycrystalline samples. Their

claim of the reflection effect is rebutted by Ghosh et al. [141], who have measured large

suspended perovskite nanocrystals, to avoid scattering, and films on substrates with

different refractive indices and found nearly no impact on the transient transmission

signal. This is backed up by Anand et al. [142] who have modelled the refractive index

change. While there are models to estimate the transient refractive index from the

different excited state dynamics, such as carrier generation, band filling, plasma in-

traband transitions and Coulombic carrier interactions [84,163,164], measurements that

have directly obtained the true excited-state dielectric constants, just like ellipsometry
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directly measures the dielectric constant of the steady state spectrum [165], are lacking.

In this chapter, the FDI, an adaptation of TAS, is used to directly measure the real

part of the refractive index, which has not yet been applied to modern semiconductor

materials [36]. The working principles of FDI are discussed in section 2.5. This tech-

nique is applied here to CsPbBr3 perovskite films to extract their transient refractive

index. This is then fed into the KK relations to obtain the excited-state imaginary part

of the refractive index, which is directly related to the change in absorption. Basic

Fresnel equations are then used with the complex refractive index to successfully

reconstruct the TA signal to show the reliability of this technique.

Finally, the real carrier temperature and cooling is extracted and the values of the

change of refractive index are used to estimate the impact on semiconducting laser

cavities, showing that a significant design change is required for optimal emission.

Also, the efficiency change of a concentrating solar cell is estimated. This shows a

strong decrease of power conversion efficiency with increasing excitation density

due to the increase in reflection.

3.2 Theory

The FDI system, first developed by Tokanuga et al. [36], uses the difference of the phase

of an identical reference and probe pulse pair to directly measure the photoinduced

modulation of the real part of the refractive index. The theory of the FDI technique

and the data processing steps required to obtain the change in the refractive index are

discussed in section 2.5. Here, we discuss the relation between the real and imaginary

part of the refractive index, related to the reflection and absorption of the material

respectively.

Kramers-Kronig relations

The real part and imaginary part of the linear refractive index are related via the KK

relations [166]. This is a dispersion relation given by

n(ω)− 1 =
c
π
P
∫ ∞

0

α(Ω)dΩ
Ω2 −ω2 , (3.1)
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where n(ω) is the wavelength dependent real refractive index, P is the cauchy

principal value and α(Ω) is the absorption coefficient over all frequencies Ω.

The KK relation always holds for linear optics, in contrast to nonlinear optics

for which the relation is only satisfied with certain causality conditions [149]. These

conditions are normally not met for regular ultrafast spectroscopic methods due to its

nonlinear nature. Besides this, the obtained signals generally contain a contribution

from both the real and imaginary part of the refractive index, which effects can only

be separated using models. However, they are fulfilled by using this FDI setup with

a weak probe field as the reference pulse arrives at the sample before the strong

perturbation field [149]. The boundary conditions for this state that no change in

charges can be generated before time zero and that the population of carriers after

time zero is in quasi-equilibrium, that is, slowly changing compared to the duration

of the probe pulse. This assumption is valid throughout this thesis as the timescale of

the kinetics occurring within the discussed samples is on a timescale that is several

orders of magnitude larger than the probe duration. Thus, this setup allows the

recovery of the change in imaginary part of the refractive index from the real part

of the refractive index. Finally, the change in absorption coefficient can be used to

calculate the change in imaginary refractive index according to

α(ω) =
2ω∆k(ω)

c
. (3.2)

Practically, this is calculated using the Hilbert function from Matlab using the code

provided by Djorović et al. [167].

Fresnel equations

The (excited) complex refractive index can be used to calculate the total transmission

and reflection spectrum of a sample using Fresnel equations [101]. To calculate these

spectra, the specific sample configuration is used. This is a three layer system with

the substrate, sample and air, with their respective complex refractive index.

The equations used to calculate the steady and excited state transmission are

fully derived in the book by Born and Wolf [101]. These calculated transmissions for

a perpendicular probe beam are then used to calculate the TA signal according to
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equation 2.48. The used conventions are

n1 = 1.48 (3.3) n̂2 = n2(1 + k2i) (3.4) n3 = 1, (3.5)

where n1 is the refractive index of the substrate, n̂2 is the complex refractive index of

the sample as used for the remainder of this calculation, with n2 and n2k2 the real

and imaginary part of the refractive index, respectively, and n3 is the refractive index

of vacuum. To do this, it is convenient to set

n̂2 = u2 + iν2, (3.6)

from which we obtain

u2 =

√√√√n2
2(1− k2

2) +
√
(n2

2(1− k2
2)

2 + 4n4
2k2

2

2
, (3.7)

and

ν2 =

√√√√−n2
2(1− k2

2) +
√
(n2

2(1− k2
2)

2 + 4n4
2k2

2

2
. (3.8)

By using the transmission of a single interface

t12 = τ12 exp (iχ12) =
2n1

n1 + u2 + iν2
, (3.9)

where χ12 is the phase of the light after the first interface, we obtain the transmission

for the first interface. The second interface is obtained by replacing the subscripted

numbers:

τ12 =

√
(2n1)2

(n1 + u2)2 + ν2
2

, (3.10) τ23 =

√
4(u2

2 + ν2
2)

(n3 + u2)2 + ν2
2

, (3.11)

where τ12 and τ23 are the transmissions of the first and second interface respectively.

The corresponding phases of the transmitted light at the boundaries are given by
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hi

tan χ12 =
ν2

n1 + u2
, (3.12) tan χ23 =

ν2n3

u2
2 + ν2

2 + u2n3
, (3.13)

for the first and second interface respectively. When now considering the coefficient

for reflection

ρ12 = r12 exp (iφ12) =
n1 − u2 − iν2

n1 + u2 + iν2
, (3.14)

it is possible to calculate the reflection at each interface via

ρ12 =

√
(n1 − u2)2 + ν2

2
(n1 + u2)2 + ν2

2
, (3.15) ρ23 =

√
(n3 − u2)2 + ν2

2)

(n3 + u2)2 + ν2
2

, (3.16)

and the corresponding phase changes are given by

tan φ12 =
2ν2n1

u2
2 + ν2

2 − n2
1

, (3.17) tan φ23 =
2ν2n3

u2
2 + ν2

2 − n2
3

. (3.18)

Furthermore, it is convenient to set

η =
2π

λ
dm, (3.19)

where dm is the thickness of the sample and λ is the wavelength of light. From here,

the total transmission and reflection coefficients can be calculated according to

t = τ exp (iδr) =
τ12τ23 exp (−ν2η) exp (i(χ12 + χ23 + u2η))

1 + ρ12ρ23 exp (−2ν2η) exp (i(φ12 + φ23 + 2u2η)
, (3.20)

and

r = ρ exp (iδr) =
ρ12 exp (iφ12) + ρ23 exp (−2ν2η) exp (i(φ23 + 2u2η))

1 + ρ12ρ23 exp (−2ν2η) exp (i(φ12 + φ23 + 2u2η))
, (3.21)
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respectively. The final transmission and reflection ratios are given by

T =
n3

n1
|t|2 =

n3

n1

τ2
12τ2

23 exp (−2ν2η)

1 + ρ2
12ρ2

23 exp (−4ν2η) + 2ρ12ρ23 exp (−2ν2η) cos(φ12 + φ23 + 2u2η)
,

(3.22)

and

R = |r|2 =
ρ2

12 exp (2ν2η) + ρ2
23 exp (−2ν2η) + 2ρ12ρ23 cos(φ23 − φ12 + 2u2η)

exp (2ν2η) + ρ2
12ρ2

23 exp (−2ν2η) + 2ρ12ρ23 cos(φ12 + φ23 + 2u2η)
,

(3.23)

respectively.

3.3 Michelson frequency domain interferometer

The FDI setup is an adaptation of the TA setup and is depicted in figure 3.2 [36]. The

100 fs pulses, centred at 800 nm, are generated by a Ti:sapphire amplifier system

(MaiTai, Spitfire, Empower, SpectraPhysics). A beam splitter (not shown) is used to

select a small portion of the beam for the probe. The pump is then sent down a delay

stage with a retro reflector to control the time delay. After this, the second harmonic

signal, indicated by the blue line, is generated using a Barium Borate crystal to excite

the sample above the band edge. A wire grid polariser and a λ/2 waveplate are used

to set the pump polarisation to the magic angle (54.7 °) with respect to the probe

polarisation and attenuate the pump. Finally, a concave mirror loosely focuses the

pump onto the sample to a spot size with a diameter of 600 µm FWHM.

The probe is focused on a YAG crystal to generate a broad supercontinuum as

discussed in section 2.2.2, indicated by the yellow line. A physical beam block is

placed, 150 mm from the YAG crystal, to block most of the the bright fundamental

while transmitting most of the generated supercontinuum wavelengths. This beam is

then refocused using a concave mirror and collimated by an off-axis parabolic mirror.

The collimated probe then passes through a Michelson interferometer, which uses a

broadband 50/50 beam splitter to create a reference-probe pulse with equal intensity

to generate optimal interference contrast. The probe pulse for this experiment is de-

layed 2 ps relative to the reference pulse to balance between the observable temporal

range and interference contrast. Both beams are sent down to the same path and
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Figure 3.2: Schematic of the setup used for the FDI experiment. All optical components are

listed on the right, ordered by following the beampath (first pump path, then probe path).

The gray dotted box indicates the Michelson interferometer, which is the only change made

to the existing TAS setup.

focused onto the sample to a spot size of 150 µm FWHM using a concave mirror.

The reference and probe are then collimated and focused onto the entrance slit of a

grating spectrometer (SpectraPro 2150, Princeton Instruments). This spectrometer

is equipped with a 1,200 gr/mm grating to disperse the pulses into their spectral

components. These components are projected on a 1D linescan camera (LightWise

LW-ELIS-1024A-1394) resulting in a 0.02 nm/pixel resolution.

3.4 Results and discussion

3.4.1 Obtained frequency domain interference and phase change

The interference pattern observed by the FDI is shown in figure 3.3a. This figure

shows both the reference and probe signal and the signal for the probe alone. The
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Figure 3.3: a) Observed spectra of the FDI system for the reference and probe pulses arriving

at the detector (blue) with a 2 ps delay between the pulses, and just the probe pulse (red). The

signal for the probe has been doubled as the intensity of the probe pulse is half that of the

reference and probe pulses combined. b) The observed interference pattern without (blue)

and with (red) pump pulse of microcrystalline CsPbBr3 perovskite, 1.5 ps after excitation. The

sample is pumped at 400 nm with a fluence of 3.8 µJ/cm2. The peak positions are indicated

by the dashed line in their respective colours. This shows that a small phase shift of the

interference pattern is observed after excitation.

latter is multiplied by two to equal the intensity observed by the detector, as half of

the probe pulse is used for the reference pulse. This shows that a clear interference

pattern is observed on the detector.

When introducing a pump pulse on the CsPbBr3 perovskite sample, the refractive

index of this sample is modulated. This results in a change of optical path length

of the probe with respect to the reference pulse which is reflected by a shift of the

interference pattern. This shift corresponds to the change of phase between the

reference and probe pulse according to equation 2.53 and is shown in figure 3.3b. The

change of phase is extracted for the whole spectrum by using the method described

in section 2.5.4, and is shown in figure 3.3c. The obtained data is smoothed before

further analysis steps to eliminate the fluctuations obtained by the Fourier phase

extraction method. From this phase change, the change of refractive index is obtained

by using equation 2.56.
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3.4.2 Retrieved (complex) refractive index change

Figure 3.4: a) Fluence dependent refractive index change of microcrystalline CsPbBr3 at 400 fs

after excitation by a 400 nm pump pulse. The fluences used are 0.76 µJ/cm2, 3.8 µJ/cm2 and

7.6µJ/cm2, indicated from light green to blue.

The obtained change in refractive index is shown in figure 3.4 for CsPbBr3 micro-

crystalline perovskite film with a thickness of 72.5 nm, measured at multiple locations

by a Dektak 150 profilometer, 400 fs after excitation. The sample is prepared by Dr.

Parth Vashishtha and the full procedure can be found in appendix A.3 [154]. The sam-

ple is excited at 400 nm with fluences of 0.76 µJ/cm2, 3.8 µJ/cm2 and 7.6 µJ/cm2, re-

sulting in an estimated carrier density of 3×1016 cm-3, 1.5×1017 cm-3 and 3×1017 cm-3

respectively. These transients show a derivative-like shape of the real refractive index

with a zero crossing near the band edge of 2.37 eV. This shows that the refractive

index does indeed change around the band edge and indicates that the change in

reflection does have an impact on the spectral shape of the features present in the TA

spectrum.

From here, we show the measurement with an excitation fluence of 3.8 µJ/cm2 for

the following analysis. The time dependent real part of the refractive index is shown

in figure 3.5a. This is used with the KK relations to obtain the imaginary part of the
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Figure 3.5: a) Obtained change in the real part of the refractive index of microcrystalline

CsPbBr3 from 400 fs to 1.9 ps with 300 fs steps. b) The corresponding retrieved change in the

imaginary part of the refractive index via KK relations. c) The calculated change in absorption

coefficient. The sample is pumped at 400 nm with a fluence of 3.8 µJ/cm2

refractive index. Unfortunately, the spectral range available with this system did not

fully capture the response on the high energy side. As the KK relations assume that

the response is zero at ω = 0 and ω → ∞, extrapolation of the signal is required.

As the low energy side is almost zero, this side is extended with zeros. On the high

energy side, however, the signal is nonzero. Therefore, we have extrapolated the

data to go to zero, assuming that the effect of the second band edge on this spectral
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region is negligible. This assumption is supported when considering the energy

difference between the band edges (5.5 eV) [168], and the small extent of the change in

refractive index below the first band, which is up to ∼0.26 eV. The extrapolation of

the spectral window to zero and infinity frequency, approximated by 10,000 eV and

0 eV respectively, is done in three ways: padding with zeros, linear extrapolation and

an exponential decrease. The zero padding causes a significant drop of the imaginary

part of the refractive index signal at the last 0.02 eV of the spectrum in comparison

to the other methods due to the discontinuous step. Both linear and exponential

extrapolation to zero have the same (initial) decrease as the decrease at the edge

of the spectrum. These spectra are further padded by additional zeros to comply

with the KK assumption at infinite frequency. These two methods show very little

difference between themselves in retrieving the the transient imaginary refractive

index. As the difference of the retrieved transient imaginary refractive index is small,

the linear extrapolation is used for the calculation of the imaginary part.

Furthermore, ∆α(Ω) has to fall off faster than 1/Ω2. Assuming that the change

in the refractive index is a local perturbation, as discussed above, the measured

spectrum is not impacted by the perturbation of other energy bands. From here, we

can describe the ∆α spectrum with an ensemble of individual Lorentz oscillators at

all wavelengths within the observed spectrum. As a Lorentzian lineshape falls of

faster than 1/Ω2, we can see that this condition holds as well [149,169].

The obtained change in the imaginary part of the refractive index and absorption

coefficient is shown in figure 3.5b and c. The change in absorption coefficient shows

strong resemblance to the observed TA spectrum, shown in figure 3.6a. A strong

increase of absorption below the band edge is observed, which completely disappears

within the first picosecond. This feature has been assigned to the BGR, which is

a well-known feature in perovskite materials [29]. The fast decrease is caused by

hot-carrier cooling, where carriers with energy E > Eg lose energy by emission of

phonons to relax to the band edge. The strong decrease in absorption at 2.36 eV is the

result of GSB. Again, a quick reduction at the ps timescale of this signal is observed,

where the high energetic carriers relax back to the newly generated band edge. Lastly,

an increase in absorption is observed above the band edge. This shows that at least
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part of this signal is a result of the change in absorption and thus not solely due the

change in reflection.

3.4.3 Comparison with a measured transient absorption signal

The change in complex refractive index is added to the steady state refractive index

from Ahmad et al. [170] to calculate the excited state refractive index. These are

then used with Fresnel equations including Fabry-Perot reflections to calculate both

excited and steady state transmission and reflection spectra. The Fresnel equations

are discussed in section 3.2. These equations model a three layered structure which

includes the sample layer, the substrate on which it is spin-coated and the vacuum

on the other side of the sample.

These Fresnel equations have only one free parameter which is the thickness of the

sample. From the steady state and excited-state transmission spectra, the TA signal

is calculated in the same way as the measured transmission spectra described by

equation 2.48. The result is shown in figure 3.6a, with the thickness of the sample set

to 72.5 nm to best match the measured TA spectrum. For consistency, this thickness is

also used to calculate the refractive index change from the phase change. This shows

strong consistency between the directly measured TA spectrum and the retrieved

TA spectrum from the refractive index change, which is a good indication of the

reliability of this technique.

For this research, the contributions of transient transmission and transient reflec-

tion at the high energy side of the bleach is the main part of interest. To analyse the

individual contributions of transmission and reflection, the change in transmission

and reflection is calculated in the same way as in the paper from Price et al. [29] and is

shown in figure 3.6b. Both the steady and excited state refractive index are used to

calculate the change of transmission and reflection, normalised to the sum of steady

state transmission and reflection. In this region, the calculated transient reflection

spectrum shows a very small change in reflection at the PIA region, above 2.43 eV

in figure 3.6, indicating that the reflection in this region remains almost unchanged.

This suggests that, in agreement with the recent results from Ghosh et al. [141], the

transient reflection is not largely responsible for the observed PIA signal.
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Figure 3.6: a) Calculated and measured transient transmission spectra at different time delays

with 300 fs intervals on a thin film of microcrystalline CsPbBr3 perovskite with a fluence

of 3.8 µJ/cm2 at 400 nm. b) Corresponding calculated transient transmission and reflection

spectra at 400 fs.

3.4.4 Origin of the photoinduced absorption signal

To support this claim, we have created a model which could explain the observed

PIA signal. Pogna et al. [171] have found that the BGR dominates the TA spectrum for

2D transition metal dichalcogenide materials. Similarly, others have found strong

evidence of BGR for perovskite in this region [78,172]. Therefore, we have extended

this to the CsPbBr3 perovskite to see what the effect of BGR would be on the ∆k

signal.
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Figure 3.7: a) Model to show the effect of the extended bandgap renormalisation at the high

energy side of the bleach. This model includes the effect of bandgap renormalisation on the

(excited-state) absorption spectrum in (dashed) blue, and it’s resulting change in absorption

in red. The state filling is indicated by the pink dashed line and the sum of these mechanisms

is shown in pink. b) Change of Density of States (DOS) for a parabolic band edge with a BGR

of 25 meV. Reprinted with permission from Tamming et al. [154]. Copyright 2019 American

Chemical Society.

The model, shown in figure 3.7a, shows the effect of BGR and state filling on the

∆α spectrum. The BGR is modelled by shifting the steady-state absorption spectrum

of the sample, while the state filling is modelled by a Gaussian, which is a similar

shape to the GSB observed in the TA spectrum of figure 3.6. Here, the bandgap shift

is assumed to be 25 meV, which is in the order of magnitude found by Yang et al. [172],

indicated by the blue dashed line. From this, we observe an enhanced absorption

below the exciton peak energy, near 2.4 eV, and a decreased absorption at the peak

energy and above. However, when going to higher energies, the absorption increases
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again due to the extended BGR. When considering the state filling (pink dash-dotted

line) we get a final spectrum, indicated with a solid pink line, which shape looks

remarkably like the early time ∆k spectrum in figure 3.5b. Note that the effect of

state-filling is arbitrarily chosen and serves the purpose of giving an impression of

the combined effect of BGR and state filling on the ∆k shape.

As the band structure of perovskites is approximated by parabolic bands, we have

used the parabolic band approximation to show the effect of BGR when extended

to higher energies shown in figure 3.7b. This shows that this shift creates a large

amount of new states (∆DOS) below the band edge, however, the amount of newly

generated states goes down with increasing energy. This is in good agreement with

TA measurements and supports the hypothesis that BGR is the main contribution to

the high energy PIA [142,172].

3.4.5 Impact on high carrier concentration devices

At the bleach however, the reflection effect interferes with the TA signal. The slope of

the high energy side of the bleach is often used to estimate the carrier temperature by

fitting the Fermi-Dirac distribution [29,173,174]. The additional reflection in this region

has an impact on the shape of the GSB, altering the estimated carrier temperature

using this method. To validate this hypothesis, we have fitted the Fermi-Dirac

distribution, given by equation 1.1, to the edge of the bleach between 2.415 eV and

2.45 eV for both the measured TA and ∆α spectra. The fits are shown in figure 3.8a

and 3.8b for a couple of time points. From the Fermi-Dirac distribution, the carrier

temperature is obtained as shown in figure 3.8c. This shows that the estimated initial

carrier temperature is higher for the TA signal. Besides the increased temperature,

the corresponding carrier cooling rate is also found to be overestimated.

Finally, we look at the impact of the change of the refractive index on high carrier

concentration device structures. These are devices that operate under conditions

which result in a high density of carriers within the semiconductor, such as laser

cavities and concentrating solar cells. The latter uses focusing mirrors to concentrate

the sunlight of a large area onto a small solar cell to reduce the size of the active

component and thereby reduce the cost of solar cell systems.
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Figure 3.8: a) And b) shows the fitting the carrier temperature by the Fermi-Dirac distribution

(equation 1.1) between 2.15 and 2.45 eV, which is at the high energy side of the GSB for the

∆T/T and ∆α, respectively. c) The obtained carrier temperature for the different time delays,

showing higher estimated carrier temperature from the refractive index impacted ∆T/T

signal.

For a simple semiconductor laser cavity, the resonant emission wavelength is

given by

λ0 =
2nL
m

, (3.24)

where n is the real part of the refractive index, L is the length of the cavity and

m is an integer [28]. This condition shows that a multiple of half a period of the
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desired wavelength must fit within the cavity to obtain resonant emission. The

observed stimulated emission peak of CsPbBr3 at room temperature is around 530 nm

(2.34 eV) [82,175], which is in the region of largest ∆n change as seen in figure 3.5a. By

using the steady state real refractive index of 2.2 at this wavelength [170], we obtain

a resonant cavity length which is a multiple of 120.5 nm. Our highest measured

fluence experiment, which resulted in a carrier density of approximately 3×1017cm-3,

resulted in a refractive index change of -0.06 in this region. This results in an optimal

cavity length which is a multiple of 123.4 nm. The fluence used (7.6µJ/cm2) to obtain

this refractive index change is well below the lasing threshold of CsPbBr3, which is

over tenfold higher [176,177]. This would result in an even stronger modulated ∆n and

thus a longer resonant cavity length.

Figure 3.9: Structure of the perovskite solar cell and the electric field distribution of light with

a wavelength of 532 nm within the device according to the model from Burkhard et al. [178].

The thickness of the materials is, from left to right, 200 nm, 50 nm, 200 nm, 80 nm, 5 nm and

95 nm. b) Contributions of absorption and reflection for steady state, 100 sun equivalents

and 250 sun equivalents as estimated by Wang et al. [179], from light to dark. The estimated

short circuit currents, assuming 100 % internal quantum efficiency, are 1.5376 mA/cm2,

1.5024 mA/cm2 and 1.4276 mA/cm2. Reprinted with permission from Tamming et al. [154].

Copyright 2019 American Chemical Society.
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Besides applying Perovskite materials in laser cavities, they are also being con-

sidered for concentrating solar cells. Therefore, we have evaluated the effect of the

refractive index on a solar cell device structure. This is done with the help of a model

published by Burkhard et al. [178], which uses the transfer matrix method to estimate

the active layer absorption [180,181]. This model uses the real and imaginary part of

the refractive of all layers of a solar cell structure to calculate the electric field within

each layer, taking into account internal reflections and transmissions, absorption and

interference. In this case, the internal quantum efficiency is assumed to be 100 %.

This is not fully representing the device, but it provides a good indication of the

change in charge generation efficiency. The device structure modelled and resulting

electric field within the structure for a wavelength of 532 nm is shown in figure 3.9a.

This is calculated for the steady and excited state refractive indices of the CsPbBr3

layer obtained with the FDI. The used fluences are translated to sun equivalents by

using the calibration of Wang et al. [179]. Here, one sun equivalent equals the amount

of charges that would be present within the material under the illumination of a sun

simulator light source. The number of charges for this experiment is calculated by

the fluence of the pump and the absorption coefficient of the CsPbBr3 sample and

divided by the amount of charges under one sun illumination to obtain the equivalent

value. The device structure is based on previous work in which perovskite/PCBM

heterostructures show good solar cell efficiency [182,183].

The resulting total absorption and reflection of this device is shown in figure 3.9b

for the spectral range measured with the FDI. This shows that absorption of the

CsPbBr3 decreases drastically when illuminated by 250 sun equivalents. This is

partly compensated for by the increased absorption within the PCBM due to the

enhanced electric field within this layer. However, only the ground state refractive

index of PCBM is used for this model. The interesting part is the increased reflection

under high illumination, resulting in a larger loss of the device. The calculated short

circuit current shows a decrease of 2.3 % and 6.5 % for 100 and 250 sun equivalents

respectively, which is a result of the combination of real and imaginary part of the

refractive index. This shows that the full complex refractive index needs to be taken

into account when considering high carrier density operation.
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3.5 Discussion and conclusion

In this chapter, we have shown the direct photoinduced refractive index change of

CsPbBr3, measured via a simple adaptation to TAS. The ultrafast FDI returns the

phase change of the probe pulse after photoexcitation with respect to the reference

pulse, from which the refractive index change is calculated. By using the steady and

excited state refractive index with basic Fresnel equations, the steady and excited state

transmission and reflection is calculated. From this, the TA spectrum is retrieved and

compared with a TA spectrum of the same sample. These spectra are in agreement

with one another, showing the reliability of this system.

Previously, people have tried to decouple the effect of reflection on the PIA above

the band edge. This research has excluded that the change of reflection is the main

contribution of this PIA signal. Instead, a simple model is discussed that suggests

that this signal arises from the extended BGR, as previously found by others. The

refractive index change, however, has an impact on the shape of the TA spectrum by

reflection artefacts. The shape is often used to extract the carrier temperature where

by fitting the Fermi-Dirac distribution to the ∆α instead, these reflection artefacts are

eliminated and a more representable carrier temperature is extracted.

There is a limitation of the temporal range of this technique, which is governed

by the reference-probe delay time. The maximum delay time is determined by the

temporal overlap of the reference and probe on the detector where the interference

contrast decreases with decreasing overlap. This limitation can be overcome by

spatial separation, or temporal separation and recombination of the reference-probe

pair.

The spatial separation of the reference and probe at the sample position can be

achieved by implementing a differential interference contrast microscope system

in the probe path [184]. For this case, Rochon prisms can be used to generate and

recombine the reference-probe pair. Between these prisms, the sample is placed at

the focal point of both beams and only excited at one of the two probe arms. This

method has been considered and discarded as it requires thick optical components,

generating strong chirp of the supercontinuum probe.
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The temporal separation and recombination of the reference and probe pulses has

been implemented and is described in full detail in chapter 5. This chapter discussed

the details of a Sagnac-FDI system which is used to generate a long reference-probe

delay at the sample whilst being fully compensated for when leaving the interfer-

ometer. A birefringent crystal is then used to set a time delay between reference and

probe to obtain interference in the frequency domain.
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Chapter 4

Multiple plate compression light source in

ultrafast transient absorption spectroscopy

The contents of this chapter have resulted in the following publications:

• ”Multiple-Plate Compression used in Transient Absorption Spectroscopy” in 14th Pacific

Rim Conference on Lasers and Electro-Optics (CLEO PR 2020), R. R. Tamming, C. Lin, K.

Chen, C. Lu, J. M. Hodgkiss, and S. Yang - OSA Technical Digest (Optical Society of America,

2020), paper C6B4
[185]

• Single 3.3 fs multiple plate compression light source in ultrafast transient absorption spec-

troscopy, Tamming, R.R., Lin, CY., Hodgkiss, J.M., Yang, SD., Chen, K., Lu, CH. Sci Rep 11,

12847 (2021).

4.1 Introduction

TAS relies on a pump and probe pulse pair, with distinct properties, to excite the

sample and observe the kinetics of this excited state by way of transmission [38]. The

conventional light sources for TAS, bulk supercontinuum, (N)OPA and nonlinear

optical fibres, are discussed in section 2.4.3. These light sources, however, all have

their respective drawbacks.

As for bulk supercontinuum generation, the focusing of the beam inside a non-

linear crystal can lead to destructive mechanisms, setting a limit to the input energy

and thus output energy [186]. This results in an available spectral density, that is the

energy available in the pulse per nanometer, of the supercontinuum in the pJ/nm

per pulse range. This makes it hard, or even impossible, to measure samples with a

high absorption coefficient which are often the materials of interest for photovoltaic

applications, or add optical components in the probe beam required for experiments

such as FDI [154,187,188]. On top of that, the generated pulses obtain a large and nonlin-

ear chirp and are therefore hard to compress using chirped mirrors alone. Therefore,

expensive and complex optical components are required to compensate for this chirp
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and compress the pulse [189].

The pulses generated by the (N)OPA are limited by their spectral range due to

phase matching conditions. This can partly be overcome by implementing complex

phase controlling schemes, however, this adds to the multitude of optical components

already required for the (N)OPA itself [42,190]. Due to the phase matching conditions,

a broadband (N)OPA will generate pulses with front tilt, spatial chirp and angular

dispersion [191].

The nonlinear optical fibre uses a pressurised gas within a hollow core fibre.

Within this gas, various nonlinear processes compete, such as chaotic four-wave

mixing and modulation instabilities, which occur over a long travel distance [113].

This results in supercontinuum generation which is extremely sensitive to the input

coupling and amplifies the input noise. Therefore, large shot-to-shot spectral and

temporal fluctuations are expected in the resulting supercontinuum [192–194]. Because

of the varying requirements of the pump and probe pulses, and the limitations of

these existing light sources, a combination of these techniques is required for a single

TAS system.

Recently, a new light source has been developed by our collaborators that over-

comes these drawbacks. The MPC is method to generate a broad and stable super-

continuum [44]. This technique utilises the high nonlinear coefficient of a series of

thin nonlinear plates to step-wise achieve strong spectral broadening, spanning the

visible spectrum into the near infrared. These plates act as a waveguide by using the

self-focusing within the plates to maintain a small beam waist for a long distance.

Optical breakdown within the material is avoided as the self-focal point of the pulse

lies at a point after each plate [195]. This prevents the intensity within the plates

from reaching the multiphoton absorption and ionisation, and optical breakdown

threshold. Therefore, a higher input pulse energy, and thus output pulse energy,

than bulk supercontinuum can be used [196]. Additionally, these pulses are easily

temporally compressible, down to the single cycle [197].

In this chapter, we will analyse and discuss the use of the MPC as a single

temporally compressed broadband light source for the field of ultrafast pump-probe

spectroscopy. This light source has never been applied in TAS before, therefore
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thorough evaluation of the generated supercontinuum pulses is required. To analyse

the pulses, we have built two separate MPC-TAS systems. The first system is based

on a single-stage MPC, provided by our collaborators, Mr. Chao-Yang Lin, Dr. Chih-

Hsuan Lu and Prof. Shang-Da Yang from the Tsing Hua University in Hsinchu,

Taiwan. The second system uses a double-stage configuration and is built in our own

lab. The spectrum and shot-to-shot stability of the generated supercontinuum pulses

are evaluated, and real TA measurements are discussed to show the potential of the

MPC in ultrafast pump-probe spectroscopy.

4.2 Multiple plate compression background

The MPC relies on the various nonlinear effects within the plates that lead to super-

continuum generation. The supercontinuum generation is a result of the complex

interplay of self-focusing, self-phase modulation, self steepening, multiphoton ab-

sorption and ionisation, plasma defocusing, GVD, four-wave mixing and phase

matching, similar to bulk supercontinuum generation. A comprehensive overview

of these nonlinear effects is given in section 2.2.2.

The MPC is first described in 2014 by Lu et al. [44] who have used a series of 4

Figure 4.1: a) Schematic of the MPC and broadening of the pulse. Thin plates are placed at

Brewster’s angle near the focal waist of the input pulse. The output is a bright white centre

with concentric rings surrounding it. b) Photo of the first stage of the double-stage MPC,

containing four quartz plates with a thickness of 200 µm, described in section 4.5. The red

rings indicate the locations where plasma is generated in the air.
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Figure 4.2: a) Self-focusing of the pulse in a bulk crystal leads to an intensity high enough

for nonlinear broadening to occur. The blue box indicates the effective length for efficient

supercontinuum generation. b) MPC plates placed near the focal points where the intensity

is sufficiently high for nonlinear broadening while avoiding optical damage.

fused silica plates, with a thickness of 0.1 mm, near the waist of a focusing beam to

obtain spectral broadening of the pulse. A schematic of this technique is shown in

figure 4.1a for the case of 6 plates. These plates were placed at Brewster’s angle to

reduce losses from reflections and with alternating orientation to allow for physical

space and compensate for lopsided sideways spatial beam stretching. This lopsided

sideways stretching is caused by the time-dependent sideways nonlinear refractive

index change, where the beam will bend towards the side where the beam interacts

with the plates first. They discovered that, by strategically placing the plates, they

could generate an intense (76 µJ/pulse) octave-spanning spectrum from 450 nm

to 980 nm at the -20 dB intensity level whilst avoiding optical damage or multiple

filamentation. They reported that the nonlinear self-focusing within the plate creates a

new focal point beyond the solid-state medium and therefore multiple filamentation,

multiphoton absorption and ionisation, and optical damage can not occur within

the plates [195,198]. Figure 4.1b shows a photo of the first stage of the double-stage

MPC described in section 4.5. The pulse travels from left to right and the bright line

indicated by the red circles is plasma generated in air at the focal point behind the

second and third plate. This allowed them to use an input peak power of 5.6 GW,

which is 2,800 times higher than the critical peak power of fused silica, to generate

this supercontinuum [199].

The total travel distance through these nonlinear media (0.4 mm) is much shorter
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than that of typical bulk supercontinuum generation (>1 mm). Therefore, the nonlin-

ear interaction length is shorter and a weaker interaction is expected. However, the

pulse input energy density, and thus the spatiotemporal intensity, can be made higher

throughout the whole thickness of the plate due to the shorter travel distance [195].

This is unlike bulk supercontinuum, which uses the self-focusing of the pulse within

the crystal to obtain sufficient intensity to initialise the nonlinear broadening. There-

fore, efficient broadening only occurs at the end of the crystal as shown schematically

in blue in figure 4.2a [40].

With the MPC, however, we can place the plates at the intensity sweet spots gen-

erated after the self-focusing as shown in figure 4.2b. Equations 2.24b and 2.25b, from

section 2.2.2, show that the instantaneous phase change and the spectral broadening

are dependent on the intensity and change of intensity respectively. This predicts a

stronger broadening of the pulse via self-phase modulation with higher intensity. Be-

sides this, the nonlinear refractive index is also dependent on the intensity according

to equation 2.23, resulting in a more effective self-steepening and self-focusing for

the MPC. On top of that, the thin plates will result in smaller dispersion of the pulse

and thus maintains the high temporal peak power. As the nonlinear interactions can

occur over the whole plate length, this method requires less material to achieve a

broadening similar to bulk supercontinuum [195].

4.3 Single-stage multiple plate compression

4.3.1 Single-stage multiple plate compression - transient absorp-

tion spectrometer

To characterise the stability and use of the MPC in the field of pump-probe spec-

troscopy, an MPC-TAS system was built. A schematic overview is displayed in

figure 4.3. The build consists of 2 main parts. The first part is the MPC, indicated

by the dotted box, and is provided by our collaborators. The second part, the TA

spectrometer, is the bottom of the system. These components are built separately and

were put together in the lab of our collaborators.
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Figure 4.3: Schematic of the MPC-TAS system used to characterise the MPC supercontinuum.

All optical components are listed on the right, ordered by following the beampath (first pump

path, then probe path after splitting). The MPC part is indicated in the dotted box while the

TAS is outside.

The driving laser for this system is a Ti:Sapphire amplifier system (Femtopow-

erTMHEPRO CEP). This system generates pulses with a bandwidth of 30 nm, centred

at 790 nm, and with a pulse duration of 25 fs at a 1 kHz repetition rate. The output

pulse power is tuned to 200 µJ per pulse using a λ/2 waveplate (WP) and a wire grid

polariser (WGP), set at P-polarisation. This beam is then focused by a concave mirror

(CM) onto a series of thin (50 µm) z-cut quartz plates (QP). This material is chosen

as it has a high damage threshold and, from the experience of our collaborators,

has shown the longest stability of the materials they have tested whilst generating

a broad spectrum. The plates are then positioned one by one near the focal point

at Brewster’s angle. The position of the plates is set by looking at the broadening

of the generated spectrum and the stability of the spectrum. The exact placement

of these plates is done by using translation stages, however, placement errors of

±0.5 mm are acceptable for each sequential plate, making it a robust technique with
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a straightforward alignment procedure. Misalignment, however, will result in a

narrower spectrum with less conversion effiency. After the 6 quartz plates, a concave

mirror is placed to collimate the beam. A combination of chirp compensation mirrors

(CCM) are placed after the supercontinuum generation to temporally compress the

pulse. A set of commercially available chirped mirrors compensate for 720 fs2 linear

GDD at 700 nm and one set of custom designed chirped mirrors compensate for the

higher orders dispersion.

After the broadband pulses are generated and compressed, the beam is split into

a pump and a probe beam. This is done by a dispersion compensating wedge pair

(WP), where the first back reflection is used for the probe and the transmitted beam

is used for the pump. The longer wavelengths of the pump are then suppressed

using a 750 nm short pass filter (SP) to eliminate the strong 790 nm fundamental

wavelength. A λ/2 waveplate and a wire grid polariser are used to tune the intensity

and polarisation to the magic angle (54.7 °) relative to the P-polarised probe. This

angle is set to avoid polarization and photoselection effects [200]. This allows for the

observation of the excited species rather than effects from the lattice. The pump then

passes through a chopper (C) running at half the amplifier output frequency to block

every other shot, resulting in shot-to-shot modulation of the excitation of the sample.

The captured shots are indicated with the pump ”on” (excited state) or ”off” (ground

state) by using a photodiode (PD), connected to a digitiser (Glaz-PD, Syntertronic),

which captures the back reflection of the wire grid polariser after the chopper. Finally,

the pump is loosely focused to a spot size of 1 mm FWHM onto the sample to create

a large uniform excitation profile. This is possible due to the high spectral density of

the MPC supercontinuum pulses.

The probe beam follows a different path than the pump beam. As the pump path

passes through transmissive optics, the supercontinuum has been negatively chirped

to precompensates for the GVD of the optical components. The probe, however,

does not travel through any optical components. Therefore, the negative chirp is

compensated with the use of glass compensation plates (CP). In this case, the shortest

probe duration is found when using 4 soda-lime glass microscope slides (1.1 mm)

placed at Brewster’s angle. The probe is then sent onto a retroreflector (RR) which
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is mounted on a mechanical delay stage (DS) (XMSL210-S, Newport) to control

the probe arrival time. To avoid the effect of beam drift, a CCD camera (acA1300-

60gmNIR, Basler ace) is placed at the sample position and the position and spot size

of the probe remains constant at the front and back of the stage. An off axis parabolic

mirror (OAP) is used to focus the probe onto the sample and another one is used to

collimate the probe after the sample. After collimation, a variety of filters (not shown)

can be used to attenuate the probe in certain spectral regions to avoid saturation of

the camera.

A grating spectrometer (SpectraPro 2150, Princeton Instruments) is used to dis-

perse the probe beam. An achromatic doublet (L) (f = 150 mm) is used to focus the

probe onto the entrance slit of the spectrometer. An 800 gr/mm grating is installed

in the spectrometer to disperse the supercontinuum over the 30.7 mm width of the

detector (S11639-01, Hamamatsu) of a high speed camera (Glaz Linescan-II, Syn-

ertronic). The camera is electronically triggered by the amplifier to capture each

individual shot. Because of the electronic delay of the wires, the trigger is set to

capture the following shot using an integration window of 10 µs.

4.3.2 Polarisation-gating - frequency-resolved optical gating

To characterise the pulse duration, a home-built PG-FROG is used, based on the

work of Trebino [129]. The theory behind the PG-FROG is described in section 2.3. The

PG-FROG is chosen because it is capable of measuring temporally short pulses with

a large spectral width. It requires fairly high pulse intensities which the MPC can

easily produce. Here, we have used the compressed fundamental MPC output as a

Kerr gate pulse and the MPC output, with additional optical components present in

the TAS system, as the probe pulse. A schematic overview of the system is depicted

in figure 4.4.

After this, the beam is split into a pump and probe, indicated by yellow and blue

respectively, via a chirp compensating wedge pair (WP). The pump is sent over a

mechanical delay stage with a retroreflector to control the time delay. A wire grid

polariser is used to set the pump pulse polarisation at a 45 ° angle with respect to

the probe pulse. A concave mirror is used to tightly focus the pump onto a quartz
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Figure 4.4: Schematic of the experimental setup used to characterise the MPC. All optical

components are listed on the right, ordered by following the beampath (first pump path

(yellow), then probe path (blue) after splitting). The quartz plate to obtain the FROG signal

has a thickness of 100 µm.

window with a thickness of 100 µm. The probe passes through the same set of optics

as the pump and probe path of the TAS system for their respective pulse duration

measurement. This ensures we actually measure the pulse duration at the sample

position rather than the MPC output.

A set of wire grid polarisers are placed around the quartz window, set at the cross-

polarisation condition, to eliminate all probe light passing through. Therefore, the

spectrometer (Ocean Optics HR4000), placed after the second polariser, won’t detect

anything. However, once the pump and probe overlap, spatially and temporally, on

the quartz plate, the optical Kerr effect will occur, slightly changing the polarisation

of the probe. This results in a leakage of the probe pulse through the second wire

grid polariser which is detected by the spectrometer. By changing the delay of the

pump, a time-dependent spectrum is obtained. After obtaining the spectral trace,

our collaborators have applied a least squared generalized projection algorithm to
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retrieve the phase and pulse duration.

4.4 Single-stage - Results and discussion

4.4.1 Spectral broadening

Figure 4.5: a) Normalised spectrum of the single stage MPC for zero to 7 plates. This

measurement is taken after the other measurements described in this chapter, hence the 7

plate system instead of 6 described in the main text. b) spectrum for the actual used MPC

conditions for zero and 6 plates. Each quartz plate has a thickness off 50 µm.

First, we analyse the spectral broadening caused by the individual plates of the

MPC. The spectra for increasing amounts of plates is shown in figure 4.5a. The

final spectrum after passing through 7 plates spans from 450 nm to over 1000 nm,

limited by the spectral range of the spectrometer. Here, only the bright centre of the

pulse is selected. Note that this is one more plate than described in the previous
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section. Due to the limited time available in the lab of our collaborators, we have not

performed a plate-dependent spectrum measurement for the actual setup described

in this chapter. This measurement has been performed by our collaborators prior

to the measurements further described in this chapter, with different laser input

conditions. However, the mechanisms behind the broadening remain the same. The

final spectrum obtained for the 6 plates MPC is recorded and shown in figure 4.5b.

The resulting spectrum is similar to the spectrum obtained via numerical calcula-

tions using the nonlinear mechanisms described in section 2.2.2, showing that the

supercontinuum is generated in a similar fashion as bulk supercontinuum [195]. The

first two plates only broadens the pulse around the fundamental frequency. The

symmetric broadening indicates that this broadening is dominated by the self-phase

modulation and four-wave mixing [44,195]. This is further supported by the formation

of the dip in the spectrum around the fundamental frequency, which is the result of

the red and blue shift at the front and back of the pulse respectively, depleting the

centre wavelength [116]. With the addition of more plates, a strong broadening occurs

with a blue pedestal, similar to the results of bulk supercontinuum generation [104].

This is a fingerprint of the self-steepening assisted self-phase modulation [145]. The

high nonlinear refractive index within each plate contributes to self-steepening of the

pulse so that this effect accumulate after travelling through a couple of plates. On the

other hand, each plate generates GVD leading to an increase of the GDD, meaning

that the beam gets chirped. This lowers the peak intensity by temporal stretching,

reducing the effect of the nonlinear interactions. Therefore, adding more plates does

very little to the spectral broadening and increases the losses of the MPC by parasitic

effects, such as multiphoton absorption and additional surface reflections.

With an input pulse energy of 200 µJ and the output pulse power is 87 µJ, a

44 % conversion efficiency is achieved. By using the measured spectrum and the

total output power, we can estimate the spectral density, which is given by the

energy available per nanometer per pulse. The resulting spectral density, using the

87 µJ pulse energy, is shown in figure 4.6. The minimum spectral density within

the supercontinuum is 14.5 nJ/nm at 605 nm, excluding the edges of the spectrum.

This is high compared to bulk supercontinuum, for which which pJ/nm levels are
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Figure 4.6: Spectral density of the supercontinuum generated by the MPC. The pink to red

lines indicate spectral windows with a width of 22 nm, 36 nm and 54 nm. These result in

50 fs, 30 fs and 20 fs transform limited pulses respectively. The corresponding available pulse

energies within these windows are 353 nJ, 575 nJ and 880 nJ. Reprinted with permission from

Tamming et al. [201], (2021) Scientific Reports.

typically achieved [202]. This high spectral density and the broadband nature of the

pulses generated by the MPC are useful for TAS as it complies with both pump and

probe requirements which allows us to use a single MPC light source to generate

both the pump and probe pulses for the TA experiment.

The broadband pulse, when used as a probe, allows for the observation of a broad

spectral range, whereas the high spectral density enables us to measure samples

with a high absorption coefficient, which would absorb most of the photons. The

increased photon count allows for the loss of photons while preserving a high signal

to noise. This also provides the opportunity to add more optics in the path of the

supercontinuum to perform more complex pump-probe measurements, such as FDI.

As for the pump, the MPC can be used to generate a tunable narrowband pulse,

which is required when the excitation of specific species within a sample is required.

The high spectral density means that there is much energy within a small spectral

range. This allows the selection of a spectral region of the supercontinuum by either

using band pass filters, for discrete tuning, or a combination of low and high pass

filters for variable tuning.

To simulate the available energy per pulse using this method, we have integrated

over small regions of the spectrum centred around 605 nm, which is the region of
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lowest spectral density. The windows are square functions with a width of 22 nm,

36 nm and 54 nm, corresponding to a transform limited pulse durations of 50 fs,

30 fs and 20 fs respectively. These windows are indicated in figure 4.6 by the pink to

red lines. The corresponding pulse energies are 353 nJ, 575 nJ and 880 nJ. Focusing

this to a spot size with a diameter of 500 µm FWHM, results in the fluences of

175 µJ/cm2, 294 µJ/cm2 and 451 µJ/cm2 respectively. These values are summarised

in table 4.1. These fluences are sufficient for most TA measurements [32,72,203]. When

higher fluences are required, tighter focusing of the beam is possible.

Bandwidth Pulse duration Pulse energy Fluence

Pink 22 nm 50 fs 353 nJ 175 µJ/cm2

Middle 36 nm 30 fs 575 nJ 294 µJ/cm2

Red 54 nm 20 fs 880 nJ 451 µJ/cm2

Table 4.1: Selected excitation bandwidths around 605 nm and their respective pulse durations,

pulse energies and fluences obtained for a spot size with a diameter of 500 µm FWHM.

The broad spectral nature also allows for temporal compression of the pulse,

as will be discussed in the next section. Combined with the high spectral density,

these pulses can serve as a short pump in TA measurements, resulting in a short IRF

duration and thus high temporal resolution.

4.4.2 Polarisation-gating - frequency-resolved optical gating

The obtained PG-FROG traces for the probe and pump pulses are shown in figure 4.7a

and 4.7b. The lower intensity at longer wavelengths for the pump is a result of the

short pass filter in its path. After collecting these spectra, our collaborators have

retrieved the spectrum and phase of the pulses with the help of an least squared

generalized projection algorithm. The result of this is shown in figure 4.7c and 4.7d

for probe and pump pulses respectively. This shows an almost linear phase for

both spectra, indicating an even temporal shift which has no impact on the final

pulse duration, but temporally shifts the pulse position [102]. The fluctuations of

the retrieved spectra are a result of the broad spectrum and the therefore relative
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Figure 4.7: The obtained PG-FROG traces for the a) probe and b) pump pulses. The different

spectrum available for both pulses is the result of a short pass filter in the pump path to block

most of the MPC driving frequencies. The integrated spectrum and the retrieved spectrum

and phase from the least squared generalized projection algorithm for the c) probe and d)

pump pulses. The linear phase shows that the pulses are close to their transform limit, which

is the shortest possible pulse duration with the measured spectrum. The calculated transform

limited temporal pulse profile and retrieved temporal pulse profile and phase for the e) probe

and f) pump pulses. Adapted with permission from Tamming et al. [201], (2021) Scientific

Reports.
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low spectral resolution of the spectrometer. These fluctuations, however, have little

impact on the retrieved pulse durations as the overal spectral shape, and the spectral

bandwidth, is approximated accurately. Note that the 450 nm to 400 nm region of

the pump has a sharp increase in phase. This has very little effect on the final pulse

duration due to the low intensity of these wavelengths with respect to the rest of the

spectrum.

Finally, the duration of the pulses is calculated and shown in figure 4.7e and 4.7f

for probe and pump pulses respectively and is shown to be 3.3 fs for both pulses.

This is very close to the corresponding transform limits, which are 2.92 fs for the

probe and 2.83 fs for the pump. The transform limit is the theoretically shortest

pulse duration possible with the measured spectrum and is calculated by addition of

all available frequency components and their intensities for the in-phase condition.

This shows that, by using these pulses for TAS, a high temporal resolution can be

obtained.

The probe has a longer transform limited pulse, even though it has a broader avail-

able spectrum. This can be explained by the large intensity difference between the

800 nm region and the 500 nm region. Because of this large intensity difference, full

deconstructive interference around the in-phase position, as discussed in section 4.2,

is not possible.

The phase of these pulses is only defined when there is a nonzero intensity,

therefore, only the phase close to the pulse has to be considered. Also here, an almost

linear phase is obtained for both pulses. This indicates that the pulses are close to

the transform limit and that there is a spectral shift of the centre frequency with

respect to the chosen centre wavelength for the least squared generalized projection

algorithm [102].

4.4.3 Stability and spectral density

Lu et al. have reported the stability over several hours of this system, resulting in a

0.83 % standard deviation of the total power of this system as recorded by a power

meter [44]. However, the power meter measures the sum of the spectral components

on a relative slow timescale, which is expected to be dominated by the frequency of
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Figure 4.8: Spectrum of the pulses generated by the MPC in blue. The spectra of two separate

measurements are merged at 696 nm to capture more photons over the whole spectral range

to reduce the background noise of the camera. The relative standard deviation is given in

pink, with an average of 4.6 % between 490 nm and 890 nm. Reprinted with permission from

Tamming et al. [201], (2021) Scientific Reports.

the input pulse of the MPC due to its higher intensity.

To obtain a better understanding of the shot-to-shot stability of the spectral

components generated by this system, we have captured the spectra of the individual

pulses generated by the MPC. For the analysis, we have collected multiple sets of

2,000 shots that are generated by the MPC, with a total acquisition time of 2 seconds,

using the MPC-TAS system described in section 4.3. This is done separately for two

spectral regions to avoid saturation of the camera around the MPC input frequencies

and having very few counts on the detector for the short wavelength region. The

average of the captured spectra for a set of 2,000 shots is shown in figure 4.8, where

the gray dashed line indicates 696 nm, which is where the two measurements are

merged. The spectrum is cut off at 470 nm and 890 nm due to the physical width of

the detector.

Figure 4.8 also shows the standard deviation of the amount of counts, given as the

percentage of the mean. An average standard deviation of 4.6 % is obtained between

490 nm and 890 nm. The total noise is the sum of the camera noise, Poisson statistics

and the actual laser fluctuations. To show that the measured standard deviation is

dominated by the laser fluctuations, we have estimated the individual contributions
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Noise contributions at 600 nm

Electronic noise Shot noise Laser fluctuations

Value I0 = 20, 137 counts N∗ph = 3.11× 104 I0 = 20, 137 counts

Error 13.1 counts
√

Nph = 176 612 counts

Relative error 6.51× 10−4 1/
√

Nph = 5.67× 10−3 3.04× 10−2

Table 4.2: Individual noise contributions of the obtained standard deviation spectrum for the

pixel corresponding to 600 nm. ∗For this wavelength, the conversion efficiency of the CMOS

is 79%. Adapted with permission from Tamming et al. [201], (2021) Scientific Reports.

of these noise components according to the estimation from Kanal et al. [135]. These

individual contributions are summarised in table 4.2 for the pixel corresponding to

600 nm.

The error in electronic noise is estimated by the dark noise of the camera. For this

experiment, we have used the Synertronic Linescan-II camera with a Hamamatsu

S11639-01 linear CMOS. This detector has a 16 bit output (65,536 bins), with a typical

read out noise of 0.4 mV and a typical 2 V maximum output voltage. This results in a

dark noise of 13.1 counts, giving a relative error of 6.51×10-4.

The shot noise is a result of the Poisson statistical error of the measured photons.

To calculate this, we need to calculate the amount of photons arriving at the detector.

The camera is a 16 bit, has a 2 V readout range, an output of 25 µV/e- and has a

conversion efficiency of 79 % (0.79 e- per photon) at this wavelength. From this,

we obtain a total of 3.11×104 photons detected by this pixel. The standard error of

Poisson statistics is given by the square root of the total amount of photons, and

the relative error is the inverse of the standard error, resulting in a relative error of

5.67×10-3.

As for the laser fluctuation, we can only estimate this using the measurements we

have which includes the previously mentioned noise contributions. Therefore, we

first assume that the measured error, calculated by the standard deviation, is only

from the laser fluctuations. The calculated relative error of 3.02×10-2, calculated via

the relative standard deviation, shows that the total noise is an order of magnitude

larger than the noise from the shot noise. This validates the assumption that the
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measured error is dominated by laser fluctuations and that the relative standard

deviation shown is a representation of the actual laser noise.

4.4.4 Temporal correlation

For ultrafast spectroscopy, the lowest noise level is achieved when all shots are exactly

the same. As for TAS, this would completely eliminate the noise originating from the

laser fluctuation. However, small fluctuations within the laser cavity, vibrations or

even airflow within the room all contribute to small fluctuations of the laser output

conditions. These small fluctuations can have a significant impact on the pulses

generated via the MPC due to the nonlinear nature of this system. From this, we

expect shots that are closer in time to be more similar to each other than shots that are

separated further in time as the environmental conditions will have changed less [135].

Figure 4.9: Intensity of shots i and i + j for a) j = 1, b) j = 10, c) j = 100 and d) j = 1000 for the

pixel corresponding to 650 nm. The black line indicates intensity(i) = intensity(i + j).
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Figure 4.9 shows the relation between the intensity of the pixel corresponding to

650 nm within the pulse as generated by the MPC. This figure shows the intensity of

shot i + j plotted against shot i for different shot differences j. For a highly correlated

system, all of the data points will be close to the black line, which indicates that

the intensity of shot i is the same as for shot i + j. This shows that, as expected,

the intensity of the shots start to differ more with increasing shot difference. This

immediately shows the benefit of using a chopper in the pump path to block every

other shot and being able to use sequential shots for the calculation of the TA signal.

Figure 4.10: Intensity of the probe for 2000 shots at a) 550 nm, b) 650 nm, c) 800 nm and d)

836 nm. Black line indicates intensity(i) = intensity(i + 1)

The time dependent correlation is not the same for the various wavelengths as

the different wavelengths are generated via a different combination of nonlinear

mechanisms. The effect of these different mechanisms are impacted by the intensity

and spatial distribution of the input beam by different amounts. Therefore, we have
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plotted the intensity of sequential shots for different wavelengths in figure 4.10. This

shows that the pulse is better correlated for 800 nm than any of other wavelengths.

The 800 nm is generated by the laser and only a relative small portion contributes

to the supercontinuum generation. However, a small fluctuation of the MPC input

beam will result in larger fluctuations for the generated wavelengths due to the

nonlinear processes involved.

So far, the correlation has been discussed in a qualitative manner by comparing

the intensities of various shots. To analyse the whole spectral range in a quantitative

manner, the Pearson correlation function is used [204]. This is calculated by the

covariance of the intensities divided by the product of the standard deviation given

by

γλ,j =
∑

n−j
i=1 [(Eλ,i − Ēλ)(Eλ,i+j − Ēλ)]√

∑
n−j
i=1 (Eλ,i − Ēλ)2

√
∑

n−j
i=1 (Eλ,i+j − Ēλ)2

, (4.1)

with γλ,j being the correlation coefficient and Eλ,i and Eλ,i+j being the intensities

of wavelength λ at the ith and (i + j)th shot, respectively. This results in a value

between -1 and 1, where -1 is fully anti-correlated, 0 means not correlated and 1 is

fully correlated.

The result of the wavelength and shot difference dependent Pearson correlation

function on this set of shots is shown in figure 4.11a. The calculated correlation

contained a 120 Hz oscillation as a result from room lighting and the power supply

and has readily been removed via a frequency filter. The correlation at set shot differ-

ences is shown in the top panel, showing the different correlations over the whole

spectral range. Figure 4.11b shows the correlation coefficient of the wavelengths

depicted in figure 4.10. This shows that, indeed, the intensity of 800 nm has the

highest initial correlation. Whilst the initial correlation is vastly different, the decay

of the correlation is similar over the whole spectral range.

The average correlation coefficient over the whole spectral range is shown in

figure 4.11c. The average correlation between sequential shots is 0.77, which is

higher than the γ̄ ≈ 0.5 previously reported for bulk supercontinuum with a 1 kHz

system [204,205]. On top of that, the correlation is kept high on a longer timescales,

where it takes about 35 shots (35 ms) to half the correlation of the shots [135]. This
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Figure 4.11: a) The correlation coefficient surface (bottom) calculated according to equation 4.1

and slices at indicated shot differences (top). b) The correlation coefficient for various

wavelengths. c) The average correlation coefficient over the entire spectral range. Adapted

with permission from Tamming et al. [201], (2021) Scientific Reports.

shows the potential for this system to partially overcome the requirement of shot-

to-shot modulation of the sample, which is hard, or even impossible, to achieve for

high repetition rate lasers, and instead use the average of a small set of ground and

excited-state shots to calculate the TA signal.

4.4.5 Transient absorption noise baseline measurement

Finally, the TA signal is calculated using a series of 2,000 shots. Here, the pump

beam is blocked once again to only collect the noise resulting from the probe beam.

The calculated TA signal between 490 nm and 890 nm is shown in red in figure 4.12,

where the blue line is the same spectrum as analysed for the pump (figure 4.8).

This calculated TA spectrum contains pseudo structures, which has a consistent

shape and appeared at the same wavelength with unpredictable amplitudes for

different data sets. This pseudo structures match the regions of higher standard

deviation from figure 4.8 and low correlation in figure 4.11. Others have reported
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Figure 4.12: Probe spectrum (blue) and ∆T/T spectrum (red) obtained for 1,000 shot pairs.

The obtained TA spectrum contains a background signal (pseudo structures), indicated in

gray, which are obtained via spline curve (0.1) fitted through the ∆T/T spectrum and are

subtracted from the actual ∆T/T spectrum. The origin of these pseudo structures and its

impact on the obtained TA signal is discussed in the main text. Adapted with permission

from Tamming et al. [201], (2021) Scientific Reports.

similar pseudo structures for bulk supercontinuum and assigned them to be a result

of spectral correlation [204,206]. Bradler et al. found similar wiggles at the short

wavelength region and a negative feature above [204]. These correlations create the

larger structures in the TA spectrum, often misinterpreted as actual excited state

features, by generating a coherent noise as the intensity of individual wavelengths

are dependent on their neighbouring wavelengths. These pseudo structures can be

eliminated by using a referencing scheme, where part of the probe is captured by a

separate detector to reference the shot-to-shot probe fluctuations [204,205]. This has the

added benefit of reducing the TA background noise by increasing the correlation of

sequential shots over the whole spectrum, up to 0.92 as recorded by Dobryakov et

al. [205]. This, however, requires a second identical 1D detector and is out of the scope

of this research.

For the sake of analysing the ∆T/T signal, we have subtracted the pseudo struc-

tures from the signal. These pseudo structures are fitted by a rough smoothing spline

curve (0.1) using the Matlab curve fit toolbox. A good measure of the noise level is
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the root mean square given by

RMSλ =

√√√√ 1
n ∑

i

([
∆T
T

]
λ,i

)2

, (4.2)

with n being the number of measurements and
[

∆T
T

]
λ,i

being the TA intensities

for wavelength λ and shot-pair i. The average root mean square noise between

490 nm and 890 nm is 2.6×10-4, which is similar to other TAS systems using bulk

supercontinuum [205].

4.4.6 Spectral correlation of the MPC supercontinuum

To further investigate the origins of the pseudo structures, we have calculated the

spectral correlation. The generated wavelengths within the supercontinuum are

dependent on other wavelengths within the pulse. Therefore, researching the de-

pendency between the wavelengths can give an insight into the supercontinuum

generation processes occurring within the MPC plates. The spectral correlation is

given by

γλ1,λ2 =
〈Eλ1 Eλ2〉 − 〈Eλ1〉〈Eλ2〉√

(〈E2
λ1
〉 − 〈Eλ1〉2)(〈E2

λ2
〉 − 〈Eλ2〉2)

, (4.3)

with Eλi the intensity of wavelength λi
[110].

The result of the spectral correlation is shown in figure 4.13 and can provide

an insight into the nonlinear processes participating in the generation of the super-

continuum [207–209]. The contour plot shows the spectral correlation, i.e. how the

intensity of wavelength λ1 relates to λ2. A slice at 475 nm is shown in the left plot

to provide a better interpretation of the data. Besides understanding the supercon-

tinuum generation processes, it helps to explain the pseudo structures observed in

the TA spectrum shown in figure 4.12. Comparing these two figures reveals that the

pseudo structure show great resemblance to the features in the spectral correlation

plot. For example, there are spectral wiggles observed in both correlation and pseudo

structures between 450 and 520 nm and a broad negative pseudo structure between

520 and 670 nm, corresponding to the spectrally correlated wavelength region in
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Figure 4.13: Average spectral correlation calculated according to equation 4.3. Top shows the

average spectrum for which the correlation is calculated. Left shows the spectral correlation

of 475 nm, indicated by the black dashed line in the surface plot.

figure 4.13. This shows that the TA signal can be improved when the effect of spectral

correlation can be eliminated with, for example, referencing the probe pulse [204].

The obtained spectral correlation shows resemblance to bulk supercontinuum

generation, suggesting that similar processes occur in both supercontinuum genera-

tion strategies [204]. Appendix B.1 shows this spectral correlation for the following
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explanation with the regions of interest indicated.

The fundamental wavelengths, around 790 nm, is anti-correlated to the surround-

ing wavelengths (indicated in figure B.1). This is the result of self-phase modulation

and four-wave mixing of the fundamental wavelength, where the generation of

the wavelengths around the fundamental requires depletion of the fundamental

wavelength [207]. This is also observed by the plate dependent spectra where a dip in

the spectrum is obtained at 800 nm while the surrounding wavelengths increase in

relative intensity as can be seen in figure 4.5 [204]. The positive correlation in the top

right (>830 nm) is a result of self-phase modulation and four-wave mixing, where

the generation of wavelengths longer than the input wavelengths results in turn in

the generation of more and longer wavelengths.

The short wavelength region (<750 nm) show a strongly intercorrelated signal

which shows that a similar interaction is likely the cause for this entire region (in-

dicated in figure B.2). In this case, it can be assigned to the anti-Stokes shift caused

by self-steepening [210]. As for the region between 450 nm and 500 nm, a similar

oscillatory signal is observed as for the pseudo structures in figure 4.12. These fea-

tures show resemblance to the combination of self-phase modulation and four-wave

mixing observed in nonlinear optical fibres [211,212].

The shorter wavelength range and the wavelengths surrounding the fundamental

are anti-correlated (indicated in figure B.2). The photons with shorter wavelength

are mostly a result of self-steepening assisted self-phase modulation while the long

wavelengths are a result of direct self-phase modulation and four-wave mixing. The

anti-correlated behaviour is explained by figure 2.4b, which shows that the self-

steepening decreases the spectral broadening into the longer wavelength. Therefore,

a stronger self-steepening will result in a weaker red shift.
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4.5 Double-stage multiple plate compression

4.5.1 Double-stage multiple plate compression setup

After these first results, we have built a similar system in our own lab. In this case, a

Ti:Sapphire amplifier system (MaiTai, Spitfire, Empower, SpectraPhysics) generating

pulses at a 3 kHz repetition rate, with a 100 fs duration and an 11 nm bandwidth

centred around 805 nm.

Figure 4.14: Schematic of the double-stage MPC. All optical components are listed on the

right, ordered by following the beam path. The input pulse energy is tuned by a λ/2

waveplate and Brewster’s angle polarisers. The pulse is focused with a long focal length

(f = 1000 mm). Four quartz plates are placed, at Brewster’s angle, near the focal point of

the beam to obtain a bandwidth supporting 30 fs pulse duration. This beam is collimated

by a concave mirror and temporally compressed using a set of chirp compensating mirrors.

Another concave mirror focuses the beam and a series of five quartz plates are placed near

the focal point to obtain further broadening. After collimation, this pulse is again temporally

compressed using chirp compensating mirrors.
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Due to its limited initial bandwidth, and (therefore) long pulse duration, it is

not possible to achieve the large broadening using a single MPC stage. This is

due to the lower spatiotemporal peak power, weakening the nonlinear interactions

within the plates. Additionally, the dispersion generated within each plate lowers the

spatiotemporal peak power, preventing the use of a single series with many plates.

Therefore, a double-stage MPC is constructed as shown in figure 4.14, where the

pulses are temporally compressed between the two stages.

The intensity and polarisation of the input beam is set by using a λ/2 waveplate

and a pair of Brewster’s angle reflection polarisers. The beam is then focused using a

thin lens (L) (f = 1,000 mm) onto 4 thin (200 µm) z-cut quartz plates (QP-1). These

plates are placed near the focal point, at Brewster’s angle. Again, the placing of the

first plate and the distance between the sequential plates is determined by balancing

the spectral broadening and stability of the spectrum. A concave mirror (CM) (f =

500 mm) is then used to collimate the broadened pulse. This pulse is compressed

using a combination of chirped mirrors (CCM-1). A set of commercially available

chirped mirrors is used to compensate for 500 fs2 GDD at 800 nm and a pair of custom

chirped mirrors is used to compensate for the higher order dispersion. The beam

is then focused (f = 1,500 mm) onto the second stage, consisting of 5 z-cut quartz

plates (QP-2) with a thickness of 200 µm. The position of the first plate and distance

between the plates is again determined by the balance between spectral broadening

and the stability of the spectrum. The beam is then collimated by a concave mirror

(f = 500 mm) and sent through a second stage of commercial chirp compensating

mirrors (CCM-2), compensating for 275 fs2 GDD at 700 nm.

4.5.2 Transient absorption spectrometer

For the double-stage MPC, a different TAS system is used than for the single-stage

MPC. The main components are similar, however, this system is designed to be

compatible with the Sagnac-FDI system, which will be discussed in chapter 5. The

system is shown in figure 4.15.

The supercontinuum, generated by the double-stage MPC, is sent through a chirp

compensating wedge pair where the first back reflection is used as a probe pulse
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Figure 4.15: Schematic of the experimental setup used to characterise the pulses generated by

the double-stage MPC. All optical components are listed on the right, ordered by following

the beampath (first pump path, then probe path after splitting).

and the transmitted pulse is used for the pump. The pump is then chopped using a

mechanical chopper to obtain sequential excited state and ground state shots. The

time delay is set by a retroreflector on a computer controlled mechanical delay stage.

A wire grid polariser in the pump path is set to obtain magic-angle (57.4 °) excitation

with respect to the probe. The strong fundamental is then blocked out by a 750 nm

short pass filter and the reflection of this filter is captured by a photodiode to index

the shots as ”on” and ”off”. A concave mirror (f = 500 mm) is used to focus the pump

onto the sample. The position of the concave mirror can be adjusted to tune the

spot size while a variable ND-filter wheel (not shown) is used to adjust the pump

intensity.

The probe is sent through wire grid polariser to obtain a P-polarised beam. An

800 nm band-stop filter is used to eliminate a large portion of the intense fundamental

805 nm. Then, a pair of off-axis parabolic mirrors (f = 101.6 mm) is used to focus the

probe onto the sample and collimate the beam after. Finally, the probe is sent into a
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spectrometer (SpectraPro 2150, Princeton Instruments) and the individual shots are

being captured by a fast linescan detector (Glaz LineScan-I-gen2, Synertronic with

Hamamatsu S13014 CMOS).

4.6 Double-stage - Results and discussion

4.6.1 Spectral broadening

As mentioned in section 4.3 the pulse is broadened by inserting thin plates. For the

double-stage MPC, we have used a series of four and a series of five z-cut quartz

plates with a thickness of 200 µm for the first and second stage respectively. With the

insertion of every plate, the laser pulse broadens as shown in figure 4.16. Here, the

first stage broadens the spectral width of the pulse from 11 nm to ∼30 nm. Further

broadening is inefficient at this point as each plate contributes to more dispersion of

the pulse, lowering the temporal peak power.

The obtained spectrum after the first stage has two features which are an indi-

cation of self-phase modulation. The dip occurring in the spectrum at 815 nm and

the symmetric broadening as described by equation 2.26 [116]. The slight asymmetry

towards the longer wavelengths is an indication of the four-wave mixing, which

results in a spectral broadening which is slightly moving the centre towards the red.

To overcome the dispersion limitation, these generated pulses are temporally

compressed to achieve a high peak intensity required for further broadening of the

spectrum. The compression is done by a set of custom chirped mirrors to compensate

for the higher order chirp and a set of commercial chirped mirrors to compensate for

500 fs2 GDD at 800 nm. The actual chirp has not been measured, however, the chirp

compensation was optimised by focusing (f = 150 mm) the beam in air and comparing

the length of the generated plasma, where a longer plasma trail indicates higher

peak intensity due to stronger self-focusing of the beam. The total compensation is

adjusted by the amount of bounces on the commercial chirped mirrors.

After the compression of the pulse after the first stage, the second stage broadens

the spectrum further. With the insertion of the third plate of this stage, a clear yellow-
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coloured ring is observed and the spectrum stretches out. A spectral broadening

spanning between 500 nm and 950 nm is achieved for a total of 5 plates in the second

stage. Adding more plates does not broaden the spectrum further as each plate

contributes to the dispersion, reducing the peak energy. The duration of this pulse

has not been measured as there is no delay stage available in the lab during this

research with high enough precision. However, the calculated shortest possible pulse

duration with the spectrum after the fifth plate of the second stage is 3.8 fs.

The reduced spectral range of this spectrum, when comparing to the single-stage

MPC, is likely due to the use of thicker plates. These were picked as the amplifier

system driving this MPC generates a certain degree of spatial chirp in the pulses. That

is, the pulse does not have a perfect Gaussian-like (TEM00) spatial energy distribution.

This results in a nonuniform spatial intensity distribution within the plates, lowering

the achieved spatiotemporal peak power. Therefore, a longer travel distance within

the medium is required to achieve sufficient self-focusing to achieve the required

intensity for supercontinuum generation. To compensate for this, we have used

thicker, 200 µm, plates to allow for a longer travel length through the high nonlinear

Figure 4.16: Example of the spectral broadening for a) the first MPC stage and b) second

MPC stage as discussed in section 4.5.1. Each quartz plate has a thickness off 200 µm.
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coefficient material. This, however, induces more dispersion of the pulse, lowering

the temporal intensity while traveling through the plates and thereby lowering the

spectral broadening, and lowers the conversion efficiency due to phase-mismatching.

4.6.2 Stability and spectral density

For the pulses obtained by the double-stage MPC, the spectral density is calculated

as well in a similar fashion described in section 4.4. With an input energy of 197 µJ

per pulse, the total output energy after the final compression stage is 71 µJ per pulse,

resulting in a 36 % conversion efficiency. This is lower than for the single-stage MPC,

which can be expected from to the additional compression and MPC stage in this

system.

Figure 4.17: Estimated spectral density for the double-stage MPC system. The spectral

density is calculated by equalling the integral of the spectrum to the total pulse power (71 µJ

per pulse).

The resulting spectral density is shown in figure 4.17. Here we see that the spectral

density over the whole generated range is over 10 nJ/nm, which at a similar level

as the spectral density of the single-stage MPC shown in figure 4.6. The slightly

lower spectral density is a result of the two-stage system, where additional losses are

expected from reflections of the plates and the compression stage.

To analyse the use of the double-stage MPC within the field of pump probe

spectroscopy, we have again gathered multiple sets of 2,000 shots as well using
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the system described in section 4.5. To reduce the intensity of the fundamental

wavelengths, we have implemented a physical beam block in the centre of the pulse

after the MPC. This will induce spatial chirp, however, this does not impact the

supercontinuum process or the stability of the pulses.

The obtained spectrum and relative standard deviation is shown in figure 4.18.

This shows that the obtained probe spectrum spans from about 520 nm to 980 nm

with an average standard deviation over this spectrum of 4.5 %, similar to that of the

single-stage MPC (4.6 %) shown in figure 4.8. The standard deviation of the spectrum

also shows a similar shape to that of the single-stage MPC, indicating that similar

nonlinear processes occur within this MPC system. The low standard deviation near

the 805 nm region corresponds to the input wavelengths, which will have a lower

noise level as this region is not generated via the nonlinear processes within the MPC.

4.6.3 Transient absorption noise baseline measurement

To obtain an understanding of the noise level of this system, we have calculated the

TA signal while blocking the pump pulse. The spectrum used and the corresponding

TA signal is shown in figure 4.19. The average root mean square noise level of the TA

spectrum between 550 nm and 930 nm is 1.6×10-4, which is lower than that of the

single-stage MPC (2.6×10-4), therefore we expect an even higher signal to noise level

Figure 4.18: Average spectrum of 2,000 shots generated by the MPC in blue. The standard

deviation of these shots is given in pink, with an average relative standard deviation of 4.5 %

between 520 nm and 980 nm.
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while performing a TA measurement. This is assigned to the higher repetition rate of

the laser, for which we expect lower shot-to-shot input fluctuations.

This TA spectrum shows a small pseudo-structure, similar to the ones observed

in the single-stage MPC. The intensity, however, is smaller and is therefore not

subtracted from the TA signal to obtain the root mean square noise. This pseudo-

structure matches the wavelength region of high standard deviation observed in

figure 4.18, suggesting they both originate from the spectral correlation of the MPC

supercontinuum. As the pseudo-structures are consistent structures with fluctuating

intensities, it is still important to understand their origin [206].

4.6.4 Spectral correlation of the MPC supercontinuum

To analyse these pseudo-structures, we have calculated the spectral correlation of

this data set by equation 4.3. The spectral correlation is shown in figure 4.20. The

spectrum is obtained while blocking the centre of the beam by a physical beam block,

where the 750 to 950 nm of the supercontinuum is the most intense, creating a flat

spectrum compared to the spectrum shown in figure 4.16b. This is done to allow for

a higher photon count on the detector of the wavelengths with lower spectral density

while avoiding saturation of the camera. The spectral correlation shows several

distinct features which are indicated in appendix B.2. It is important to remember

that this is a double-stage MPC, where the generation of the supercontinuum occurs

Figure 4.19: Spectrum in blue and calculated ∆T/T in red for 1,000 shot pairs generated by

the double-stage MPC. A small pseudo-structure in the TA signal can be observed at 720 nm.
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in two distinct sequential steps.

The area near the driving wavelengths, around 805 nm, and the neighbouring

wavelengths are anti-correlated (indicated in figure B.3). This shows that self-phase

modulation and four-wave mixing are the dominant mechanisms in the first stage

of the MPC, similar to that observed in the single-stage MPC. These neighbouring

wavelengths play a significant role in the further broadening of the pulse in the

second stage.

The correlated signal in the longer wavelength range (>810 nm), is the result

of self-phase modulation and four-wave mixing of the pulse towards longer wave-

lengths, similar to that of the single-stage MPC. The positive triangle shape in the

bottom-left corner of this region, at 820 nm, is the result of the first stage while the rest

of the frequencies is a result of the second stage. This corresponds to the observed

plate dependent spectrum, shown in figure 4.16.

The shorter wavelength region (<775 nm) is the region that is generated via the

self-steepening assisted Stokes-shift in the second stage (indicated in figure B.4). This

is the same as found for the single-stage MPC, however, this plot shows large negative

correlation within the region of positive correlation. This negative correlation and

the negative correlation of the longer wavelengths (>810 nm) with respect to the

input frequency of the second stage is a result of four-wave mixing and self-phase

modulation of the second stage input pulse. The anti-correlation is a result from

the depletion of the input wavelengths is required to generate the neighbouring

wavelengths. This is similar to the single-stage MPC or the first stage of this MPC,

where the wavelengths around the input wavelength are negatively correlated. The

four-wave mixing and self-phase modulation competes with the self-steepening

of the pulse. The region generated by self-steepening does not show the same

square positive correlation as the single-stage MPC as the positive correlation of

self-steepening competes with the self-phase modulation and four-wave mixing. This

shows that the small pseudo-structure in figure 4.19 around 750 nm is likely to be a

result of the competition between self-phase modulation and four-wave mixing, and

self-steepening.
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Figure 4.20: Average spectral correlation calculated according to equation 4.3. Top shows the

average spectrum for which the correlation is calculated. left shows the spectral correlation

of 550 nm, indicated by the black dashed line in the surface plot.

4.6.5 Comparison of single-stage and double-stage MPC

The first system is based on a single-stage MPC, which broadened the 25 fs pulses,

centred at 790 nm with a 30 nm bandwidth to pulses with a spectrum spanning

from 490 nm to over 1000 nm and a 3.3 fs pulse duration. These pulses have a high
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spectral density (>14.5 nJ/nm) which enabled the use of a single MPC light source

to generate both pump and probe pulse for TAS.

The second system is based on a double-stage MPC. This system broadened the

120 fs pulses, centred at 805 nm with an 11 nm bandwidth to a bandwidth of 500 nm

to 950 nm. This is achieved in two broadening and temporal compression steps,

where broadening and temporal compression occur sequentially. Here, a similar

minimum spectral density (>10.5 nJ/nm) is obtained as for the single-stage MPC,

thus showing it to be a great candidate as a single light source for TAS as well.

For the application in TAS, it is important to understand the shot-to-shot stability

and baseline noise level of the system. These parameters determine the achievable

signal-to-noise level while performing an experiment. The average standard devia-

tion of 2,000 shots is measured for both the single-stage and double-stage MPC and

are found to be 4.6 % and 4.5 % respectively. A ∆T/T noise level of below 3×10-4 root

mean square noise is achieved using 1,000 shot pairs for both systems, demonstrating

the high sensitivity of this system.

4.7 Example measurement of MAPbI3

Finally, to see the MPC-TAS system in action, a TA measurement is taken on a MAPbI3

perovskite microcrystalline thin film on a fused silica substrate, whose excited state

properties are well studied and have a well-known TA response [142,213–215]. The

single-stage MPC setup, as described in section 4.3, is used for this measurement as

both MPC systems show similar properties, such as the spectral broadening, TA noise

baseline, and shot-to-shot standard deviation, while this system has the added benefit

of having a known pulse duration of 3.3 fs. The application of the double-stage MPC

as a single light source in FDI is discussed in chapter 5.

The resulting pump spectrum after the short pass filter is shown in figure 4.21a.

A large part of this spectrum overlaps with the ground state absorption of MAPbI3

perovskite films as obtained by Umari et al. [61], also shown in this figure. The fluence

used in this experiment is 20 µJ/cm2 and was achieved by the short pass filter, a

neutral optical density filter with OD=1, almost fully detuning the λ/2 waveplate
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and using an excitation spot size with a diameter of 1 µm FWHM. This shows that

the pulses generated with the MPC light source are extremely bright.

Figure 4.21: TA results from the single-stage MPC-TAS on a thin film of MAPbI3 perovskite

with only 1,000 shot pairs (2 second acquisition time) per time point. a) Absorption spectrum

of MAPbI3 and excitation spectrum of the pump. b) TA surface obtained for MAPbI3 with an

excitation fluence of 20 µJ/cm2. c) Spectral slices at the indicated time delays, calculated by

the mean of an interval of 3 time points. d) Kinetics at the indicated wavelengths, where a 5

pixel average (1.25 nm) is used to obtain the kinetics.

The surface plot of the resulting TA spectrum is shown in figure 4.21b. This shows

that with the intensity of a single back reflection, even with the high absorption

coefficient of MAPbI3 perovskite, the spectrum from 490 nm to 890 nm is obtained.

Here, the 890 nm cut-off is due to the physical size of the detector. This spectrum

shows the typical features obtained with TA of MAPbI3 perovskite, such as the GSB

at 740 nm and at 500 nm, and the PIA between 500 nm and 700 nm. At early times,

the BGR at 775 nm and the hot carriers between 500 nm and 700 nm are observed [142].

This becomes more apparent when looking at the spectral slices at various time

delays as shown in figure 4.21c. Note that for TA, chirp correction of the probe pulse

is generally required due to the chirp of the pulse up to a couple ps [38]. In this case,
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no chirp correction is applied to this data, indicating the short probe pulse duration.

A big advantage of the MPC as a supercontinuum light source for both pump

and probe is shown in figure 4.21d, where temporal slices at the interesting features

described above are presented. These slices are obtained by averaging the ∆T/T

signal for 5 pixels around the wavelength indicated in the plot, with a resolution of

0.25 nm per pixel.

First, at 775 nm, the signal becomes negative due to the BGR while, after 400 fs, it

turns into a positive signal due to the state filling caused by carriers cooling to the

band edge. These carriers lose energy and cool down to the band edge by electron-

phonon scattering on the ps time scale. A similar signal is observed at 500 nm, where

a small negative signal appears around time zero. This wavelength lies just above

the second band edge of MAPbI3 perovskite [142]. This indicates that this is due to

the BGR of the second band edge, quickly followed by a positive signal induced by

the cooling of hot carriers, causing the state filling effect. Due to the small amplitude

and short life time of this negative feature, it is often obscured with regular TA

measurements. This is due to either the long pump pulse duration, generating an

IRF with a long duration, or limited spectral range of the TAS system due to the high

absorption coefficient of MAPbI3 perovskite in this region.

When considering the GSB at 740 nm, we can observe a distinct two-fold rise time.

These fast rise component (<100 fs) is due to the carrier thermalisation, where the

carriers undergo fast scattering from an anomalous energy distribution to a Fermi-

Dirac distribution [29]. The second slower rise component (>1 ps) is, similar to the

positive signal at the BGR due to hot carriers cooling down. This is further verified

by comparison of the kinetic trace at 675 nm, which shows a decrease of the state

filling towards the negative PIA signal at the same time scale as the slow rise of the

GSB. This two fold rise time is only observed in TA when using short pump pulse

durations, as the carrier thermalisation process occurs on such a fast time scale [216].
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4.8 Discussion and conclusion

In this chapter, we have built two MPC-TAS systems to demonstrate the capabilities

of the MPC as a single light source for both the pump and probe pulse in the field of

TAS. The MPC has never before been applied in the field of ultrafast spectroscopy

and therefore investigation of the shot-to-shot stability is required. This is an impor-

tant parameter for ultrafast pump-probe spectroscopy, and for the field of ultrafast

spectroscopy in its entirety, as it determines the achievable signal-to-noise level.

To research the feasibility of the application of the MPC in the field of ultrafast

spectroscopy, we have collected series of shots and analysed the shot-to-shot stability

to estimate shot noise level of the pulses generated by the MPC. The obtained relative

standard deviations over the whole spectra for both the single- and double-stage

MPC are 4.6 % and 4.5 % respectively for 2,000 shots. The expected noise levels

obtained with both MPCs is below the 3×10-4 level for 1,000 shot pairs which is well

below the typical TA signal, proving that the MPC is a suitable light source for TAS

experiments.

The spectral correlation and the spectral broadening of the systems are explained

and compared and show a similar correlation spectrum between the two different

systems. The spectral correlation provides a better understanding of the interaction

of the various dominant nonlinear processes occurring within the MPC plates. Un-

derstanding these dominant nonlinear processed can help with future improvements

of the MPC system.

The single-stage MPC only shows self-phase modulation and four-wave mixing in

the first three plates. When sufficient self-steepening is achieved, strong broadening

to the blue side occurs after the third plate, resulting in a bright blue pedestal.

As for the double-stage MPC, the first stage only shows the four-wave mixing

and self-phase modulation effects, broadening the pulse near the input wavelengths.

This intermediate pulse has similar properties to that of the single-stage MPC input.

The second stage achieves sufficient self-steepening after the third plate. The spectral

correlation of the second stage is explained in a similar fashion to that of the single-

stage MPC, showing that four-wave mixing and self-phase modulation are competing
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with self-steepening.

The results of this chapter show that the MPC is a bright, broadband, temporally

compressible and stable light source. These properties show potential for the use

of the MPC as a single light source in multi-dimensional spectroscopy, such as 2-

Dimensional Electronic Spectroscopy [217]. These properties are also required for laser

ablation techniques, where a compressed pulse is used to remove material from a

solid-state material while avoiding heating effects within the remaining material [218].

These, and further possible applications are discussed in section 6.

In the next chapter, we have combined the double-stage MPC with an improved

FDI technique. This system overcomes the limitation of the spectral density of

the reference-probe pulse pair by using the bright MPC. The duration of the IRF is

reduced by using the short pulses generated by the MPC. Furthermore, the time delay

of the reference and probe pulses at the sample position and detector is decoupled

by using a Sagnac interferometer and birefringent crystals.
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Chapter 5

Ultrafast refractive index change of

pentacene by multiple plate

compression-Sagnac-frequency domain

interferometry

5.1 Introduction

In chapter 3, we have obtained the change of the real refractive index of CsPbBr3

perovskite upon photoexcitation using a FDI setup [154]. This system is used to directly

measure the relative phase of the interference in the frequency domain of broadband

reference and probe pulses, avoiding the need of modelling required for transient

reflection or ultrafast ellipsometry measurements [29]. This current system, however,

has two limitations which will be addressed in this chapter.

The first limitation is the temporal range of this technique, which is determined

by the maximum time delay of the reference and probe pulses so that they temporally

overlap after the grating [36]. The two pulses are required to have some temporal

overlap at the detector to create an interference pattern, setting an upper limit to the

time delay of the probe. The pump has to excite the sample between the reference

and probe arrival times to obtain an unperturbated reference and perturbated probe

pulse. Therefore, only kinetics at a timescale up to the reference-probe time delay

can be measured.

The second limitation is that the FDI spectrometer requires high resolution to

observe the smallest of phase changes. This is obtained by using a highly dispersive

grating, which means that every pixel measures the photons of only a small spectral

range. To obtain a reliable signal, a high photon count on each pixel is required. Bulk

supercontinuum can generate a broad spectrum, but has a spectral density in the
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pJ/nm range. This complicates the application of the FDI system on highly absorbing

samples, which are the samples of interest for photovoltaic applications.

In this chapter, a Sagnac-FDI system is combined with the MPC described in

chapter 4 to overcome these limitations [37]. The use of the Sagnac interferometer

temporally separates the reference and probe pulses at the sample position and

recombines the pulses afterwards. To obtain interference in the frequency domain, a

birefringent wedge pair is used to set the time delay at the detector. This decouples

the reference-probe delay from the delay at the detector and allows for the observation

of timescales beyond the 2 ps previously achieved.

Besides this, the Sagnac interferometer has an added benefit of being a common

path interferometer. This means that both pulses travel along the same path ”seeing”

the same optical components within a couple nanoseconds. Because of this, these

pulses are passively phase matched as both pulses are subjected to the same small

mechanical vibrations and fluctuations of the environment within the interferometer

which occur on a microsecond to millisecond timescale [219].

The MPC generates broadband pulses with an overall high spectral density, in

the tens of nJ/nm range [44,220]. This enables the use of a single MPC system to

generate the pump, reference and probe pulses, all with sufficient intensity. The

supercontinuum pulses generated by the MPC is also easily temporally compressible

to a couple of femtoseconds in duration, which is used to reduce the IRF duration of

the system and measure kinetics on a shorter timescale [45].

The MPC-FDI is applied to measure the optically induced refractive index change

of pentacene. This material is chosen as it has a complex TA response and thus an

expected complex refractive index change, showing the capability of the FDI system.

The measured refractive index change is used to validate the refractive index change

obtained from a differential dielectric functions model developed by Arjun Ashoka

from the University of Cambridge, United Kingdom.

Model to retrieve the excited state complex refractive index

The refractive index of a material is directly coupled to the absorption coefficient via

the KK relations, as discussed in section 3.2 [221]. These KK relations are applied to
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calculate the ground state refractive index after measuring the steady state absorp-

tion coefficient, or the absorption coefficient from the refractive index obtained by

ellipsometry [222–224].

The use of the KK relations for steady state measurements is allowed as the

system is not strongly perturbated before the probing event. For transient absorption,

however, the causality condition of KK is broken as the signal is not the isolated real

or imaginary part of the refractive index [149,221]. Because of this, it is not possible to

directly retrieve the change in refractive index from the transient absorption signal

by applying the KK relations.

To circumvent this issue, our collaborator Arjun Ashoka, from the University of

Cambridge, United Kingdom, has developed a model to retrieve the change of the

refractive index from the ground state transmission and TA signal. This model uses

KK consistent Lorentz oscillators and variational oscillators to fit the transmission

signal [169,225]. These oscillators are KK consistent as they simulate the electrons as

natural damped oscillators, following causality. This is then combined with the TA

signal and a rewritten TA equation via calculus of variations to obtain the change

in the dielectric functions. This model requires no input parameters, other than the

sample thickness, and does therefore not suffer from biased user input. This model

is applied to the CsPbBr3 perovskite from chapter 3.4 and pentacene to retrieve the

real refractive index to compare the results with the refractive index change obtained

by the FDI system.

5.2 Theory

5.2.1 Sagnac interferometer for temporal separation at the sample

The Sagnac interferometer is suited to generate a time delay between the reference

and probe required for FDI. This is done by placing the sample off-centre within

the interferometer as shown in figure 5.1a. The spatial movement of the pulses

through the interferometer is indicated by the arrows shown in the schematic of the

interferometer. The movement of the pulses within the interferometer is displayed
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Figure 5.1: a) The Sagnac-interferometer path (indicated in yellow) with the S-polarised

probe pulse transmitted and moving counter-clockwise and the P-polarised reference pulse

moving clockwise. b) Spatial overview of the pulses when they have just entered the Sagnac

interferometer. The single wire grid polariser for splitting and recombination of the reference-

probe pair is indicated by WGP and the x-axis indicates the travel direction of the probe

pulse (counter-clockwise). The arrows indicate the direction of movement of the pulses. c)

Temporal overview of the pulses at the sample position.

in figure 5.1b. The x-axis indicates the loop in the Sagnac interferometer with the

traversing direction of the probe pulse. The polarisers on either side of this dia-

gram represent the single beam splitting and recombination wire grid polariser of

figure 5.1a. The probe travels in the anti-clockwise direction and the reference in the

clockwise direction through the interferometer, as indicated by the arrows. Note that

the pump pulse is not actually passing through the interferometer, but is shown this
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way in this diagram for clarity.

Both reference and probe arrive back at the wire grid polariser, at the opposite side

of the diagram in figure 5.1b, at the same time as the total path length within the inter-

ferometer is the same for both pulses. This cancels out the reference-probe time delay

observed at the sample. This fully decouples the time delay at the sample position

from the time delay at the camera, which has previously limited the temporal range

of the Michelson-FDI system. Instead, we have used the polarisation of the pulses

to create a time delay with the use of a birefringent wedge pair (BWP), as discussed

in section 5.2.2. The wire grid polariser also acts as a filter for potential polarisation

changes of the reference probe pulses within the sample due to anisotropy, only

reflecting and transmitting the polarisation state of the input reference and probe

pulses respectively.

This diagram shows that the reference arrives at the sample after travelling dis-

tance xR and the probe after distance xP. The total time delay between the reference

and probe arrival time is now determined by the path difference ∆x according to

Tdiff =
∆x
c

=
xP − xR

c
. (5.1)

The pulse sequence in the temporal domain is shown in figure 5.1c, showing that this

system has the same pulse sequence as obtained for the Michelson-FDI system as

discussed in section 2.5, but without the reference-probe delay restriction.

5.2.2 Birefringence for temporal separation at the detector

The Sagnac configuration temporally recombines the reference and probe pulse,

resulting in a phase shift of π over the whole spectrum as a result of the double

reflected beam [226]. However, to generate an interference in the frequency domain, a

time delay has to be generated. Therefore, we have designed and used a birefringent

wedge pair, which has a different refractive index depending on the polarisation of

the beam [227]. In this case, we have used 2 wedges made from Barium Borate, with

a thickness varying from 0.3 mm to 3.5 mm, resulting in a total variable thickness

between 0.6 mm and 7 mm. The refractive indices for ordinary (no) and extraordinary

(ne) polarisation is shown in figure 5.2a, together with the difference in refractive
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index [228]. The resulting wavelength dependent time delay for a 2.5 mm thick crystal

is displayed in figure 5.2b.

This wedge pair does not impact the beam pointing while giving the option of

tuning the time delay by translating the wedges, resulting in a longer or shorter

effective crystal in the beam path as indicated in figure 5.2c. This also shows that a

different delay is obtained over the spectral range. However, the spectral windows

used in the Fourier analysis to obtain the phase, as discussed in section 2.5.4, are

narrow. For this experiment, we have used a fixed window size of 0.01 eV, resulting in

a window of 7 nm at 950 nm and 2 nm at 500 nm. The total range of time delays within

these windows are 0.36 fs and 0.61 fs for a 2.5 mm crystal respectively. Compared to

the time delay generated by these wedges (1 ps), this variation is extremely small.

Therefore, the variation of delay between the wavelengths within this window can

be ignored.

Figure 5.2: a) Refractive index of Barium Borate for ordinary and extraordinary polarisation.

b) Wavelength dependent delay for a 2.5 mm thick Barium Borate crystal. c) Time delay

generated for the extremes at 450 nm and 1000 nm for varying crystal thickness.
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5.3 Experimental setup

5.3.1 Sagnac - Frequency domain interferometer

The Sagnac-FDI system designed to overcome the temporal limitation is shown in

figure 5.3. This system is the same system as the MPC-TAS system that was used

to measure the stability of the double-stage MPC. The full description of the MPC

that drives this experiment is given in section 4.5. The FDI part of this experimental

setup is also compatible with the TAS system described in section 4.5, with a couple

of small adjustments.

Figure 5.3: Schematic of the Sagnac-FDI system. All optical components are listed on the

right, ordered by following the beampath (first pump path, then probe path after splitting).

The wire grid polariser (WGP) in the probe path is now set to intersect the probe

so that both the transmission and reflection arrive back at this wire grid polariser.

The reflection is set to the P-polarisation and the transmission to the S-polarisation,

forming the reference and probe pulse pair. This forms the Sagnac-interferometer part

of this setup, indicated by the blue dotted box, and is explained in section 5.2.1 [219].
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The energy distribution of the P- and S-polarised pulses is tuned by a λ/2 waveplate

to provide maximum contrast in the interference pattern.

After the interferometer, birefringent wedges are places to generated a time delay

between the reference and probe pulse. After these birefringent wedges, a wire

grid polariser is placed at a 45° polarisation angle with respect to both the reference

and probe pulses to align the polarisations of the two pulses. This polarisation

alignment maximizes the interference contrast at the detector, allowing for more

accurate measurements.

After this, the reference-probe pair is focused by a concave mirror (CM) onto

the slit of a grating spectrometer (SpectraPro 2150, Princeton Instruments). A grat-

ing with 1,200 gr/mm is used to obtain the high spectral resolution (4.17 nm/mm)

required for this experiment. The resulting spectra are captured by a high speed

1D linescan camera (Glaz LineScan-I-Gen-2, Synertronic with Hamamatsu S13014

CMOS), providing a resulting resolution of 0.088 nm/pixel. The total spectral range

detected by the camera with this configuration is 45 nm. To obtain the full spectrum,

multiple sets of measurements are taken while shifting the spectrum by 30 nm be-

tween each measurement, to obtain sufficient (15 nm) data overlap. These individual

measurements are then processed to obtain the individual ∆φ spectra. With the spec-

tra merged together by weighting the data to Sigmoid functions at the overlapping

wavelengths. This process is checked by plotting the obtained ∆n spectra at various

time delays. This showed deviations within the noise level between the spectra

where the spectra are merged and no large discontinuities were found between the

spectra.

5.3.2 Differential dielectric functions

The model from our collaborator is capable of extracting the change in real part

of the refractive index from the ground state transmission and TA signal. This

model uses the combination of coarse Drude-Lorenz oscillators to roughly fit the

dielectric functions from the transmission signal, and a set of equidistant variational

oscillators to fit the residuals. These variational dielectric functions are then used,

in combination with the TA and transmission spectra, to calculate the change in
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Figure 5.4: a) The dielectric functions for a classic Lorentz oscillator model where ε1 and ε2

extend to neighbouring frequencies. b) The dielectric functions for a variational oscillator

where ε2 only affects the region around the centre frequency, decoupling the neighbouring

oscillators and allowing for easier computation. Here, ε1 is obtained via KK relations. c) The

sum of multiple variational oscillators, ε2 and the corresponding ε1 obtained via KK relations.

Reprinted from Kuzmenko [169], with the permission of AIP Publishing.

dielectric functions.

Variational dielectric functions

The Drude-Lorentz oscillator model is often applied to fit the dielectric function of

materials. It is combined with the KK relations to retrieve the real from the imaginary

part or vice versa. The Drude-Lorentz oscillators formula is given by

ε(ω) =
N

∑
k=1

ω2
p,k

ω2
0,k −ω2 − iωγk

, (5.2)

where ωp,k is the plasma frequency, ω0,k is the oscillator frequency and γk is the

linewidth [169]. The obtained real (ε1) and imaginary (ε2) dielectric function for a

single Lorentz oscillator is shown in figure 5.4a. This shows that this single oscillator,

with a width γi = (ωi+1 −ωi−1)/2, has nonzero values of the dielectric function at

the neighbouring frequencies. This makes the oscillators interdependent and makes

it computationally hard to fit the data, especially when large numbers of oscillators

are considered [140]. Therefore, this oscillator is used to only capture the main spectral
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features, resulting in a large residual [229,230].

To account for the residual, numeric alternatives to this oscillators are used with

their weight mainly around ωi. This is achieved by using a triangular profile for ε2,

as shown in figure 5.4b, with ε1 obtained via the KK transformations [169]. With this,

we can write equation 5.2 as

εvar(ω) =
N−1

∑
i=2

ε∆
i (ω). (5.3)

This enables us to exactly fit ε2 to the obtained spectra, provided that sufficiently small

intervals ∆ω are considered. These individual oscillators have no physical meaning

on their own, however, the total dielectric function of all oscillators combined will be

able to accurately represent the dielectric function of a material. The total dielectric

functions, εtotal, is the sum of the coarse Lorentzian oscillators and the variational

oscillators according to

εtotal = εcoarse(ω) + εvar(ω). (5.4)

Because of the decoupled variational oscillators, these dielectric functions are capable

of fitting fine features whilst overcoming the computational limitations.

Obtaining the change of refractive index

The transmission of the probe, T, is dependent on the real and imaginary dielectric

functions. Using the linearity of the KK relations, we can write the change in trans-

mission, ∆T as a function of the change of dielectric functions [231]. With this, the

normalised change in transmission, via calculus of variations, can be written as

∆T
T

=
1
T

(
∂T
∂ε1

∆ε1 +
∂T
∂ε2

∆ε2

)
. (5.5)

Here, we can treat ∆ε as regular dielectric functions with the addition of two assump-

tions regarding ∆ε(ω). The first assumption is that ∆ε(ω) can both be positive and

negative and the second assumption is that ∆ε∞, from equation 5.2, is zero.

Equation 5.5 shows a relation between the change in the dielectric functions

(∆ε), transmission (T), TA signal (∆T/T) and the derivative of the transmission
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with respect to the real and imaginary part of the dielectric function (∂T/∂ε1 and

∂T/∂ε2). We can directly measure the transmission and the TA signal from the

sample, and the ground state dielectric functions are obtained by fitting the oscillators

onto the transmission spectra. By taking the derivative of the transmission to the

respective real or imaginary dielectric function, we can extract the values for the

partial derivatives. From here, the change in dielectric functions can be evaluated.

The complex refractive index is related to the dielectric function according to

ñ =
√

ε̃, (5.6)

with ñ and ε̃ the complex refractive index and complex dielectric functions respec-

tively. By using partial derivation to both the real and imaginary part of the refractive

index, we obtain

∆ñ =
1

2
√

ε̃
∆ε̃, (5.7)

via which the change in the complex refractive index is calculated.

5.4 Results

5.4.1 Differential dielectric functions on CsPbBr3 perovskite

To initially test the differential dielectric functions model, we have applied it to

the CsPbBr3 perovskite TA data from chapter 3. This is done as the data is readily

available and the spectral response of the refractive index is relatively simple. The

result is shown in figure 5.5, where both the model and FDI measurement are shown

at a time delay of 500 fs.

The model uses the same TA data obtained for the analysis in chapter 3. This

allows us to compare the results obtained with the FDI and the model with the

same sample and excitation conditions. The transmission of the sample has been

approximated by the known ground state refractive index of CsPbBr3 as the actual

transmission itself was not measured at the time [170]. This introduces a single model

dependent parameter, which is the thickness of the sample and set at 72.5 nm to

match the thickness obtained in chapter 3. The model agrees with the results from
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Figure 5.5: Refractive index change obtained by the Michelson-FDI measurement on CsPbBr3

as discussed in chapter 3 and the resulting refractive index change obtained by the differential

dielectric functions model at a time delay of 500 fs.

the FDI measurement regarding the refractive index change with a small deviation at

the shorter wavelength, without any signal scaling of the obtained ∆n spectrum. The

deviation is probably a result of the mismatch of the actual ground state refractive

index and the one obtained from Ahmad et al. [170]. This shows that the model is

capable of predicting the transient refractive index of a material with a relative simple

∆n response upon excitation fairly well, with a small underestimation at the short

wavelength region.

5.4.2 Frequency domain interferometry on pentacene

As the transient refractive index of CsPbBr3 closely resembles a single Lorentz os-

cillator, it can be accurately approximated, even without applying the variational

dielectric functions to the residual. Pentacene, on the other hand, has a more complex

TA spectrum as it has multiple absorption peaks in the visible region [232]. On top

of that, the thickness of pentacene sample can be accurately controlled via thermal

evaporation, eliminating any uncertainty about the sample thickness [233]. To test both

the model and the Sagnac-FDI system under more challenging sample conditions,

we have applied the FDI technique on an evaporated pentacene film with a thickness

of 100 nm on a spectrosil substrate.

The absorption and excitation of the pentacene sample is shown in figure 5.6a,
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showing that part of the excitation is on resonance with the electronic transitions

of the pentacene. The resulting refractive index change surface, after applying the

Fourier phase retrieval algorithm, discussed in section 2.5.4 and a Fourier long pass

filter, is shown in figure 5.6b. The long pass filter is applied as the ∆n spectrum con-

tains oscillations in the spectral domain as a result from the Fourier phase extraction

method [154]. An excitation fluence of 400 µJ/cm2 was used for this experiment. This

surface shows the refractive index change over a 500 ps time delay, which is enabled

by using the Sagnac interferometer configuration. A strong signal at time zero is

observed, which corresponds to the IRF of the MPC-FDI system. This IRF signal is

caused by the nonlinear refractive index of the substrate which modulates the optical

path length of the probe beam when the probe and pump temporally overlap. Note

that no chirp correction is required for this data due to the small chirp of the MPC

probe pulse. This is shown by the duration of the IRF of the ∆n spectrum, which only

appears when pump and probe overlap, being close to time zero for all observed

spectral components.

The kinetics at 640 nm and 700 nm is shown in figure 5.6c. Here, the sharp peak

from the IRF at time zero is clearly visible. A clear signal is observed with a minimum

∆n of -7×10-3, and a maximum of 2.5×10-3. The obtained spectral slices at set time

delays are shown in figure 5.6. This shows the decrease in signal over the first 100 ps.

The dip in the region around 790 nm is probably the result of a strong intensity spike

of the spectrum at this spectral window, which dominated the transmission signal.

Therefore, the Fourier analysis method could not reliable extract the frequency of the

interference pattern in this region.

5.4.3 Differential dielectric functions on pentacene

The spectral slice of the refractive index change obtained by FDI at 500 fs time delay

is compared to the differential dielectric functions model. For this data, no Fourier

filter is applied, revealing the actually signal of the FDI. This spectrum contains

13 individual measurements with a 45 nm bandwidth. Between these windows,

small discontinuities are observed before merging the data with Sigmoid functions.

This effect can be reduced by reducing the amount of windows required to capture
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Figure 5.6: a) Absorption spectrum (red) of pentacene and pump pulse spectrum (blue). b)

Obtained refractive index change of pentacene for a pump fluence of 1.8 mJ/cm2. c) Kinetic

traces at 640 nm and 700 nm. d) Spectral slices at the indicated time delays.

the whole spectrum, which has the added benefit that overall measurement time

will decrease, thereby decreasing the impact of the long term laser instability. For

this experiment, the spectral width is limited by the width of the detector and the

reduction of the spectral windows can be achieved by using a camera with a larger

physical detection size to capture a broader range. This issue will be addressed

with future experiments by using a camera with a wider detection range, capable of

measuring at least 100 nm in a single measurement with the current spectrometer

configuration. The pixel width of the new camera will also be half that of the

current camera, improving the resolution or, by using a grating with less dispersion,

increasing the detectable spectral range even further.

The resulting refractive index change is shown in figure 5.7 for a time delay of
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Figure 5.7: Refractive index change of pentacene using the Sagnac-FDI on a layer of pentacene

with a thickness of 100 nm and the calculated refractive index change via the differential

dielectric functions model at 500 fs.

500 fs. This plot also shows the result obtained by the differential dielectric functions

model, calculated with the data obtained by Rao et al., who have excited the pentacene

with an excitation wavelength of 490 nm and a fluence of 80 µJ/cm2 [232]. Even with

the completely different fluence, the model shows great spectral agreement with

the refractive index change measured with the FDI, with a small deviation at the

short wavelength region, from 500 nm to 620 nm. The difference between the model

and the FDI results at 790 nm is explained by the error of the phase extraction at

this wavelength due to the intensity spike of the probe at this region. Therefore, the

phase retrieval algorithm could not accurately determine the phase change in this

wavelength region.

The intensity is also similar between the experiment and the model, even with

the vastly different fluence for the TA experiment used for the model (80 µJ/cm2)

and the FDI experiment (400 µJ/cm2). This can be explained by the pump spectrum

being partially off resonance as shown in figure 5.6, the low absorption coefficient

of the 100 nm thick pentacene, with a maximum optical density of 0.5 so that only

a small portion of the pump is absorbed. Furthermore, the lower refractive index

of pentacene will result in a smaller absolute change of the refractive index. On top

of that, the pentacene can work as a saturable absorber which lowers the expected

carrier density [234]. This saturable absorber effect occurs due to the depletion of the
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valence band, which prevents further excitation of the sample. This suggests that the

same refractive index change could be expected for the lower fluence used for the

TAS experiment.

Interestingly, the region between 700 nm and 750 nm does show a change in the

refractive index, while having a low absorption coefficient, as shown in figure 5.6a.

A weak PIA band is formed at this region, indicating a small absorption increase [232].

The extent of the refractive index change means that this region would be suitable

for an optical phase modulator. For this type of devices, materials are used which

weakly absorb the light but adjusts the phase changing the refractive index [27,235].

For pentacene, the phase can be controlled by optical excitation where the total phase

shift is set by changing either the excitation density or the time delay. This shows

that this technique is capable of measuring the ultrafast refractive index change of,

and thus time-dependent phase change induced by, materials designed for phase

modulators.

5.5 Discussion and conclusion

In this chapter, the Sagnac-FDI, an improvement of the Michelson-FDI, is imple-

mented. The Sagnac interferometry configuration decouples the reference-probe

time delay at the sample position from the reference-probe time delay at the detec-

tor. By increasing the path length of the probe pulse to the sample relative to the

reference pulse path length, a longer temporal range is available, allowing for the

observation of dynamics occurring on a longer timescale. Besides the decoupling of

the time delays, the Sagnac configuration is advantageous due to the common path

configuration, where instabilities of the system are passively compensated for.

A single MPC system is used to generate the pump, reference and probe pulses of

the FDI. The high resolution of the spectrometer (0.088 nm/pixel) requires a reference

and probe source with a high spectral density. A single back reflection of the pulses

generated by the MPC of a wedge pair provided sufficient photons for both the

reference and probe pulses to obtain an interference pattern which could be reliably

read out between 500 nm and 900 nm. The transmitted pulse was used as the pump
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pulse, exciting the sample with a fluence of 1.8 mJ/cm2 over a spectrum spanning

from 520 nm to 750 nm.

The Sagnac-FDI is applied to measure the refractive index change of pentacene.

This is done by performing multiple measurements with a 45 nm bandwidth to obtain

sufficient resolution. Because of this, small discontinuities between the spectral

windows are observed as a result of the noise level of the system. This will be

improved in the future by using a camera with a larger detector, or smaller pixel size,

to expand the spectral width or resolution of this system.

The results obtained with the FDI are compared to the results of a differential

dielectric functions model. This model uses the Lorentz oscillators and variational

oscillators and the TA signal. The oscillators are used to closely approximate the

transmission signal and obtain the ground state dielectric functions. Combined with

the TA signal, the change in dielectric functions are obtained, which are directly

related to the change of the complex refractive index.

The obtained change in the refractive index spectrum of both the FDI and the

differential dielectric functions model are in strong agreement. This shows that the

model is able to predict the refractive index change when the TA and transmission

signal can be obtained.

Pentacene has a low absorption coefficient in the region between 700 nm and

750 nm with a weak PIA signal. The change in refractive index upon photoexcitation,

however, is nonzero. This means that this region could be used for optical phase

modulators, where the phase of transmitting light can be controlled. The ultrafast

response, up to 500 ps, measured by the FDI provides an insight in the available

switching time of this system and shows that the amount of phase change can be

adjusted by controlling the pump-probe time delay.

The differential dielectric functions model uses the TA signal which utilises the

change in the intensity of the probe pulse. This signal contains, on top of the reflec-

tion and transmission signal, contributions from stimulated emission and potential

scattering as well. Therefore, the model is not able to resolve the refractive index

change of samples with a strong stimulated emission signal or samples that generate

large scattering. The FDI, on the other hand, does not use the intensity of the probe
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pulse, but measures the relative phase of a reference and probe pulse pair.

Because of insensitivity to the intensity, the FDI is capable of retrieving the

refractive index without reflection, scattering and stimulated emission artefacts.

By using the KK relations and Fresnel equations, as discussed in chapter 3 and

summarised in appendix 3.2, the TA signal can be obtained. The difference between

this calculated and a measured TA signal will be the effect of stimulated emission

that is superimposed on a measured TA signal. This could be used to isolate the

stimulated emission in a TA signal, which is related to the photoluminescence of a

sample, effectively obtaining the ultrafast photoluminescence signal.
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Chapter 6

Summary and outlook

6.1 Summary

In this report, two main ultrafast optical techniques, the MPC and the FDI, are dis-

cussed. The MPC has been used for the first time in the field of ultrafast spectroscopy.

Whereas previous results have shown great long term stability (0.83 % standard

deviation measured by power meter), the spectrum dependent shot-to-shot stability

was still unknown [44,196]. Here, we have shown that the single-stage MPC generates

a broad spectrum, spanning from 450 nm to over 1,000 nm with an average spectral

standard deviation of 4.6 % between 490 nm and 890 nm for 2,000 shots. A pulse

duration of only 3.3 fs has been achieved using chirped mirrors alone, allowing

for observations at short timescales. A long lasting temporal correlation is found,

showing the option of pulse integration of small sets of pulses generated by a high

repetition rate lasers, where shot-to-shot modulation of the sample might not be

possible [135]. The calculated root mean square noise of the TA signal is calculated

and found to be about 2.6×10−4 for 1,000 shot pairs, well below the typical TA signal

level. As for the double-stage MPC, a spectrum spanning from 520 nm to 980 nm

has been generated with an average spectral standard deviation of 4.5 %. A root

mean square noise of the TA signal of 1.6×10−4 has been achieved for 1,000 shot

pairs between 550 nm and 930 nm. These results show that the MPC is an excellent

broadband light source within the field of ultrafast spectroscopy.

Two configurations of the FDI have been used to extract the refractive index

change of CsPbBr3 and pentacene. The first technique is based on a Michelson

interferometer and the second is based on a Sagnac interferometer. The Michelson-

FDI is a more straightforward adaptation of TA and uses a second-harmonic pump

and bulk supercontinuum probe. This FDI system has been applied on CsPbBr3

perovskite to investigate the impact the change of the real part of the refractive index
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has on the TA signal. For this material, it has been suggested that the PIA at the high

energy side of the GSB is a result of the change in reflection, rather than a result of the

imaginary part of the refractive index. The results obtained with the FDI, however,

show that the change in reflection goes to zero at this region. This system, however,

is limited in the available temporal range due to the coupling of the reference-probe

pulse delay at the sample position and at the detector.

To overcome this limitation, a Sagnac-FDI system has been implemented, where

the time-delay of the reference and probe pulses at the sample and detector are

decoupled. This allows for the observation of longer timescales and thus observe

long timescale dynamics. This system also implements the MPC as a single light

source for the pump, reference and probe pulses. A single MPC system provides

intense, stable and broadband light pulses required for this experiment. This MPC-

Sagnac-FDI technique has been applied on pentacene, which is expected to have

complex excited state refractive index spectrum. The results are compared to a novel

differential dielectric functions model, that estimates the refractive index from the

TA signal and ground state transmission signal. The FDI measurement and model

show great agreement of the results, indicating that both techniques obtain the true

change in refractive index.

6.2 Outlook of Multiple plate compression

The application of the MPC for both TAS and FDI experiments, and the analysis

of the generated pulses, has shown that the MPC is an excellent light source in the

field of pump-probe spectroscopy. Thanks to the pulses’ stable, intense, temporally

compressible and broadband nature, it meets all requirements for both the pump

and probe pulses for these experiments. Because of this, the various light sources

required, with their multitude of optical components, can be replaced by a single

MPC light source, vastly reducing the complexity of these spectroscopy systems.
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Further ultrafast spectroscopic techniques

The proof of concept of the MPC in ultrafast pump-probe spectroscopy paves a road

for the application of the MPC as a light source in other ultrafast spectroscopic tech-

niques, such as 2 dimensional electronic spectroscopy and impulsive stimulated ra-

man spectroscopy [236,237]. Both of these techniques require intense broadband pulses

with sub-10 fs durations. Conventionally, these pulses are generated using a (N)OPA

which can generate intense and compressible pulses, but suffers from the available

spectral bandwidth, front tilt, spatial chirp and angular dispersion [191,237,238].

The MPC can generate an easily compressible broadband pulses, down to the

single cycle [45]. This octave spanning supercontinuum has high shot-to-shot and long

term stability with high spectral density [44]. Therefore, the use of the MPC for these

techniques allows for the observation of kinetics at a larger spectral range, shorter

pulse durations and higher pump intensities than previously obtained.

High repetition rate lasers

A recent development in the field of spectroscopy is the high repetition rate fibre

laser [239]. These lasers produce pulses with hundreds of µJ pulse energies and a 200 fs

duration at up to a 40 MHz pulse repetition rate [240]. These high repetition rate lasers

open up new possibilities for both background free measurements, such as transient

grating photoluminescence and pump-probe spectroscopy [135,241], where the high

repetition rate vastly reduces the experimental time required for a single experiment.

The data quality also increases as the expected noise level drops significantly at these

high repetition rates due to the reduction of the 1/ f -electric noise, dominating at low

frequencies [242].

The MPC has recently been tested with an Ytterbium: Potassium Gadolinium

Tungstate (Yb:KGW) fibre laser [45]. A two-staged MPC achieved spectral broadening

to 700 nm bandwidth at a 100 kHz repetition rate. The resulting pulse energy directly

after the supercontinuum generation is 27 µJ per pulse, with a transform limited pulse

duration of 3.77 fs. The long temporal correlation found in this research allows for

nonsequential pulses to be used for the calculation of the TA signal. This shows that

the MPC, in combination with the high repetition rate lasers, can provide temporally
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compressed broadband pulses with high average power applicable in the field of

ultrafast high-repetition rate spectroscopy.

Micromachining

A completely different technique that can benefit from the MPC light source is

femtosecond micromachining. Femtosecond laser ablation is a technique which

focuses short and intense pulses onto a solid-state material to drill micrometer

sized holes [243]. The focused laser pulse creates an incredibly high temperature

(>104 K) free electron gas by absorption of the pulse [244,245]. This ionises the lattice

which results in the Coulombic repulsion of the material, leading to expansion and

vaporisation of the ions, also known as the Coulomb explosion. This happens on

a sub-100 fs timescale, much faster than the timescale of 1 ps for electron-phonon

interactions, thereby avoiding a temperature increase and melting of the area around

the pump focal point. This strong expansion blasts the freed ions away from the

sample which, combined with the low lattice temperature, leaves a clean hole in the

sample with little to no debris [246].

This technique requires stable and high repetition rate lasers. Fibre lasers generate

pulses at the MHz repetition rate with mJ pulse energy, making them excellent

candidates for machining applications [240]. However, the narrow bandwidth of these

lasers limits the achievable temporal compression of the pulses. By using the MPC in

combination with these fibre lasers, stable, intense pulses with femtosecond pulse

durations and at a high repetition rate can be produced. These ultrashort pulses have

a high temporal peak power which will result in a low ablation threshold and a clean

hole, without affecting the surrounding sample area [247].
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6.3 Outlook of Frequency domain interferometry

6.3.1 Possible improvement

2D detector

The FDI discussed in this thesis is capable of reliably retrieving the excited state

refractive index. However, the spectral resolution is currently limited by the combi-

nation of the pixel size of the detector, time delay and Fourier window. For a high

phase resolution, a single period of the interference pattern should contain as many

data points as possible. According to equation 2.54, this can be achieved by reducing

the time delay between the reference-probe pulse pair [36]. However, if the time delay

between reference and probe pulses is set too short, a large spectral window has to

be taken for the Fourier analysis which reduces the spectral resolution. This results

in a balance between the spectral resolution and phase resolution.

Both spectral and phase resolution can be improved individually if they can be

decoupled. This can be achieved by using a fast 2D detector rather than a 1D linescan

detector, where the spectrum is dispersed in one (horizontal) direction while the time

delay of the probe is generated in the other (vertical) direction by slight misalignment

of one of the mirrors within the interferometer [37]. Here, each wavelength component,

along the horizontal axis, will contain its own interference pattern, in the vertical

axis. Therefore, the spectral resolution is determined by the horizontal dispersion

while the phase resolution is set by the vertical angle at which the reference-probe

pair arrive at the detector. However, this can only be achieved with a probe pulse

containing high spectral density, therefore, the MPC is an excellent light source for

this modification.

6.3.2 Applications

Optical phase modulator

The first application is hinted at in section 5.4, where the refractive index change of

pentacene is observed in a region of weak absorption (700 nm to 800 nm). This region
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can be used to change the phase of light of a wavelength within this region while

avoiding strong absorption, which are the requirements for an optical phase modu-

lator [27]. This device has a broad range of applications such as optical information

processing, quantum optics and even biosensing [235,248,249].

The results of performing FDI on pentacene shows that this technique is an ex-

cellent tool to measure the refractive index change of novel materials which are

developed for optical phase modulators on an ultrafast timescale [27,250]. Understand-

ing the ultrafast response provides information regarding the switching response

time and allows for a new means of phase control, besides the excitation density, by

tuning the time delay between the excitation and probe pulses.

Lasing

TAS measures the sample by the intensity of the transmission of a probe pulse. This

means that, beside the transient reflection effects, TA signals also include a potential

positive stimulated emission signal, as discussed in section 2.4. These stimulated

emission signals are close to, or directly on top of the GSB, making it difficult to

distinguish between kinetics of the GSB and the stimulated emission [136,232].

Being able to distinguish between the stimulated emission and GSB is very useful

for OPV materials, where the positions of the GSB for both singlets and triplets, and

the stimulated emission, often overlap. For OPV, all stimulated emission is a result

from the relaxation of the singlet state because the triplet to ground state transition is

a forbidden transition [251]. Therefore, the kinetics of the singlet state can be extracted

by isolating the stimulated emission signal.

The FDI uses the relative phase of a reference-probe pulse pair, rather than the

intensity of the probe, and is therefore insensitive to an intensity change of the

probe. Potential stimulated emission is in-phase and co-directional with the probe

pulse, increasing its intensity and thereby reducing the interference contrast, but

leaving the phase of the interference pattern unchanged [252]. Therefore, by taking

an FDI measurement and extracting the imaginary part of the refractive index via

KK transformations, we can calculate the TA signal without stimulated emission.

By subtracting of the obtained TA signal from the TA signal from an actual TA
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measurement, the time dependent intensity and spectrum of the isolated stimulated

emission signal is extracted.

Ultrafast metrology

Spatial white light interferometry has been used to measure the refractive index

change of a material during micromachining [253]. This provides information about

the resulting optical path length of a material, related to the thickness and refractive

index. Currently, a complex microlensing technique is required to generate a suffi-

ciently intense supercontinuum to obtain the spatial information with high signal to

noise level. This supercontinuum generation step, that results in a supercontinuum

with a pulse duration of several ps, can be replaced by the MPC, generating intense

pulses with high intensity and sub-10 fs durations at high repetition rate [45,254]. This

technique can be implemented in combination with micromachining to monitor the

progress of micromachining in real-time.
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Chapter A

Frequency Domain Interferometry

A.1 Matlab code: ∆φ extraction

A.1.1 Import data and calculate ∆φ

1 c l e a r a l l

2 Folder = ’E:\20201127 Pentacene \Measurement\ ’ ;

3 Folder Info = di r ( Folder ) ;

4 [ datase ts , ˜ ] = s i z e ( Fo lder Info ) ;

5 d a t a s e t s = datase ts −2;

6 Thickness = 100*10ˆ −9 ; % meter

7 User Input . padding = 2 ; % 0 i s no processing , 1 i s hanning window , 2 i s

hanning+padding

8 User Input . Window = 0 . 0 1 ;

9

10

11 f o r m = 1 : datase ts −1 %except BG f o l d e r

12 c l e a r v a r s −except d a t a s e t s Fo lder Info Folder m User Input

13 Folder2 = s t r c a t ( Folder , Fo lder Info (m+2) . name) ;

14 f i lename = ’ \raw ’ ;

15 f i l e = s t r c a t ( Folder2 , f i lename ) ;

16 h5information = h5info ( f i l e ) ;

17 [ numSets , ˜ ] = s i z e ( h5information . Groups . Datasets ) ;

18 time = f importTime ( Folder2 ) ;

19

20 numTime = length ( time ) ;

21 numRuns = numSets ./ length ( time ) ;

22

23 %% Background

24 Folder Info = di r ( Folder ) ;

25 [ NumberItems , ˜ ] = s i z e ( Fo lder Info ) ;

26
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27 %% Import background

28 f o r n=1: NumberItems

29 i f strcmp ( Folder Info ( n ) . name , ’BG ’ ) == 1

30 Background = f Background ( Folder ) ;

31 Background . on = Background . on ( 1 : 5 1 2 ) ;

32 Background . o f f = Background . o f f ( 1 : 5 1 2 ) ;

33 end

34 end

35

36 %% Automated wavelength c a l i b r a t i o n

37 Wavelength = f C a l i b r a t e a x e s ( str2num ( Folder Info (m+2) . name) ) ;

38 Energy = 1 2 4 0 . 8 . / Wavelength ;

39

40 f o r n = 1 : numSets

41

42 Shot = s t r c a t ( ’/Camera 0/ ’ , h5information . Groups . Datasets ( n ) .Name) ;

43 raw = double ( h5read ( f i l e , Shot ) ) ;

44 raw = raw ( 1 : 5 1 3 , : ) ; %f o r 512 p i x e l camera

45 [ P ixe l s , shots ] = s i z e ( raw ) ;

46 i f n==1

47 i f ˜ e x i s t ( ’ Background ’ )

48 Background . on = zeros ( P ixe l s −1 ,1 ) ;

49 Background . o f f = zeros ( P ixe l s −1 ,1 ) ;

50 end

51 i f length ( Energy ) > P i x e l s

52 Energy = Energy ( 1 : 2 : end ) ;

53 Wavelength = Wavelength ( 1 : 2 : end ) ;

54 end

55 end

56 Reference = raw ( 1 , : ) >1;

57 TempData = raw ( 2 : P ixe l s , : ) ’ ;

58 [ numShots , numPixels ] = s i z e ( TempData ) ;

59

60 k =1;

61 i f Reference ( 1 ) == 1

62 f o r N = 1 : 2 : length ( Reference )

63 i f Reference (N) == 1 && Reference (N+1) == 0

64 keep ( k ) = 1 ;
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65 k = k +1;

66 e l s e

67 keep ( k ) = 0 ;

68 k = k +1;

69 end

70 end

71 e l s e

72 f o r N = 1 : 2 : length ( Reference )

73 i f Reference (N) == 0 && Reference (N+1) == 1

74 keep ( k ) = 1 ;

75 k = k +1;

76 e l s e

77 keep ( k ) = 0 ;

78 k = k +1;

79 end

80 end

81 end

82

83 keep = l o g i c a l ( keep ) ;

84 c l e a r Data tempData

85 i f Reference ( 1 ) == 1

86 tempData . on = ( TempData ( 1 : 2 : end , : ) −Background . on ’ ) ;

87 tempData . o f f = ( TempData ( 2 : 2 : end , : ) −Background . of f ’ ) ;

88 e l s e

89 tempData . on = ( TempData ( 2 : 2 : end , : ) −Background . on ’ ) ;

90 tempData . o f f = ( TempData ( 1 : 2 : end , : ) −Background . of f ’ ) ;

91 end

92 Data . on = tempData . on ( keep , : ) ;

93 Data . o f f = tempData . o f f ( keep , : ) ;

94 [ FFT Energy , ˜ , dphi ( n , : ) ] = f Fourier Averaged ( Energy , Data ,

User Input ) ;

95 dTTMatrix = mean( Data . on ) ./mean( Data . o f f ) −1;

96 dTTtemp ( n , : ) = ( dTTMatrix ) ;

97 end

98

99

100 Alldn = −dphi . * ( 1 2 4 0 . 8 . / FFT Energy ) . * 1 0 ˆ − 9 . / ( 2 * pi * Thickness ) ;

101
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102 %% average d i f f e r e n t runs

103 i f f l o o r (numRuns) ˜= 1

104 f o r n = 1 : f l o o r (numRuns)

%In case

uncomplete run , remove l a s t run

105 s p l i t d n ( n , : , : ) = Alldn ( n*numTime−(numTime−1) : numTime*n , : ) ;

106 spl i tdTT ( n , : , : ) = dTTtemp ( n*numTime−(numTime−1) : numTime*n , : ) ;

107 end

108 dn = squeeze (mean( s p l i t d n ) ) ;

109 dTT = squeeze (mean( spl i tdTT ) ) ;

110 e l s e

111 f o r n = 1 %In case

uncomplete run , remove l a s t run

112 s p l i t d n ( n , : , : ) = Alldn ( 1 : numTime , : ) ;

113 spl i tdTT ( n , : , : ) = dTTtemp ( 1 : numTime , : ) ;

114 end

115 dn = squeeze ( s p l i t d n ) ;

116 dTT = squeeze ( spl i tdTT ) ;

117 end

118

119 save ( s t r c a t ( Fo lder Info (m+2) . name , ’ . mat ’ ) )

120 end

121

122 func t ion [ time ] = f importTime ( Folder )

123 [ importTime , ˜ ] = x l s read ( s t r c a t ( Folder , ’ \Processed 1 . csv ’ ) , ’A:A ’ ) ;

124 [ ˜ , keep ] = unique ( importTime , ’ s t a b l e ’ ) ;

125 keep = keep ( 2 : end ) ;

126 time = importTime ( keep ) ;

127 end

A.1.2 Background extraction

1 func t ion [BG] = f Background ( f o l d e r )

2 %% Background

3 %input i s f o l d e r of the data , output i s a s t r u c t u r e with the background

f o r the on and o f f shots .

4 BGfolder = s t r c a t ( fo lder , ’ \BG ’ ) ;

5
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6 i f ˜ e x i s t ( BGfolder , ’ d i r ’ )

7 BG. on = h5read ( f i l e , ’/Camera 0/BackGround/BackGround ’ ) ;

8 BG. o f f = BG. on ;

9 e l s e

10 BackgroundFile = s t r c a t ( BGfolder , ’ \raw ’ ) ;

11 Background = double ( h5read ( BackgroundFile , ’/Camera 0/00 ’ ) ) ;

12 [ p ixe l s , shotsBG ] = s i z e ( Background ) ;

13 PDThreshold = mean( Background ( 1 , : ) ) ;

14 BG. o f f = [ ] ;

15 BG. on = [ ] ;

16 f o r n=1: shotsBG

17 i f Background ( 1 , n ) < PDThreshold

18 BG. o f f = [BG. o f f Background ( 2 : p ixe l s , n ) ] ;

19 e l s e

20 BG. on = [BG. on Background ( 2 : p ixe l s , n ) ] ;

21 end

22 end

23 BG. on = mean(BG. on , 2 ) ;

24 BG. o f f = mean(BG. of f , 2 ) ;

25 end

A.1.3 Wavelength Calibration

1 func t ion [WL] = f C a l i b r a t e a x e s ( Used Center )

2

3 %% Manual inputs

4 Folder = ’E:\20201127 Pentacene \WLCalibration ’ ;

5 Laser Wavelength = 6 5 5 ; %nm

6

7

8 %% Rest

9 Folder Info = di r ( Folder ) ;

10 [ NumberItems , ˜ ] = s i z e ( Fo lder Info ) ;

11

12

13 i f strcmp ( Folder Info ( NumberItems ) . name , ’BG ’ ) == 1

14 Background = f Background ( Folder ) ;

15 Background . on = Background . on ( 1 : 5 1 2 ) ;
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16 end

17

18 %f i g u r e

19 f o r n = 3 : NumberItems−1

20 WL( n−2) = str2double ( Folder Info ( n ) . name) ;

21 f i lename = ’ \raw ’ ;

22 f i l e = s t r c a t ( Folder , ’ \ ’ , Fo lder Info ( n ) . name , f i lename ) ;

23 h5information = h5info ( f i l e ) ;

24 Shot = s t r c a t ( ’/Camera 0/ ’ , h5information . Groups . Datasets ( 1 ) .Name) ;

25 raw = double ( h5read ( f i l e , Shot ) ) ;

26 Spectrum = mean( raw ( 2 : 5 1 3 , : ) , 2 ) −Background . on ;

27 Spectrum = ( Spectrum ./max( Spectrum ) ) ’ ;

28 hold on

29 CameraSize = length ( Spectrum ) ;

30 %s c a t t e r ( 1 : length ( Spectrum ) , Spectrum , ’ f i l l e d ’ )

31 [ f i t r e s u l t , c o e f f v a l ] = f WLf i t ( Spectrum ) ;

32 %p l o t ( f i t r e s u l t )

33 P i x e l ( n−2) = c o e f f v a l ( 2 ) ;

34 end

35

36 C a l i b r a t i o n C e n t e r = Laser Wavelength == WL;

37 C e n t e r P i x e l = P i x e l ( C a l i b r a t i o n C e n t e r ) ;

38 Center WL = WL( C a l i b r a t i o n C e n t e r ) ;

39 nmperPixel = −mean( d i f f (WL) . / ( d i f f ( P i x e l ) ) ) ;

40

41

42 WL = Laser Wavelength − C e n t e r P i x e l . * nmperPixel ;

43 WL = WL+nmperPixel . * ( 1 : CameraSize ) ;

44 WL = WL+( Used Center −Laser Wavelength ) +1;

A.1.4 Fourier phase extraction

1 func t ion [ FFT Energy , FFT Data , dphi ] = f Fourier Averaged ( Energy , Signal ,

User Input , varargin )

2

3 i f Energy ( 1 ) > Energy ( end )

4 Energy = f l i p ( Energy ) ;

5 Signa l . on = f l i p ( S igna l . on , 2 ) ;
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6 Signa l . o f f = f l i p ( S igna l . o f f , 2 ) ;

7 end

8

9 HEnergy = i n t e r p 1 ( Energy , Energy , Energy ( 1 ) : min ( d i f f ( Energy ) ) : Energy ( end )

) ;

10 Signa l . on = mean( S igna l . on ) ;

11 Signa l . o f f = mean( S igna l . o f f ) ;

12

13 f o r n = 1%: numshots

14 HSignal . on ( n , : ) = i n t e r p 1 ( Energy , S igna l . on ( n , : ) , HEnergy ) ;

15 HSignal . o f f ( n , : ) = i n t e r p 1 ( Energy , S igna l . o f f ( n , : ) , HEnergy ) ;

16 end

17

18 Window = User Input . Window ;

19

20 n = 1 ;

21 l e f t = 1 ;

22 [ ˜ , r i g h t ] = min ( abs ( ( HEnergy ( l e f t ) +Window) −HEnergy ) ) ;

23 s t e p s i z e = f l o o r ( ( r ight − l e f t ) /3) ;

24 %s t e p s i z e = 1 ;

25 k =1;

26 while r i g h t < length ( HEnergy )

27 Cropped Energy = HEnergy ( l e f t : r i g h t ) ;

28 Cropped Signal . on = HSignal . on ( n , l e f t : r i g h t ) ;

29 Cropped Signal . o f f = HSignal . o f f ( n , l e f t : r i g h t ) ;

30

31 i f n == 1

32 %FFT Energy ( ( l e f t −1)/ s t e p s i z e +1) = mean( Cropped Energy ) ;

33 FFT Energy ( k ) = mean( Cropped Energy ) ;

34 end

35

36 i f User Input . padding == 2

37 FFT Signal . on = f f t ( [ zeros ( 1 , 1 0 0 ) ( Cropped Signal . on−mean(

Cropped Signal . on ) ) . * hann ( length ( Cropped Signal . on ) ) ’ zeros

( 1 , 1 0 0 ) ] ) ;

38 FFT Signal . o f f = f f t ( [ zeros ( 1 , 1 0 0 ) ( Cropped Signal . o f f −mean(

Cropped Signal . o f f ) ) . * hann ( length ( Cropped Signal . on ) ) ’ zeros

( 1 , 1 0 0 ) ] ) ;
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39 [ ˜ , FFT Signal . max . on ] = max( abs ( FFT Signal . on ( 5 0 : c e i l ( end/2) ) ) ) ;

40 [ ˜ , FFT Signal . max . o f f ] = max( abs ( FFT Signal . o f f ( 5 0 : c e i l ( end/2) ) )

) ;

41 FFT Signal . Angle . on = angle ( FFT Signal . on ( FFT Signal . max . on+49) ) ;

42 FFT Signal . Angle . o f f = angle ( FFT Signal . o f f ( FFT Signal . max . on+49)

) ;

43

44 e l s e i f User Input . padding == 1

45 FFT Signal . on = f f t ( ( Cropped Signal . on−mean( Cropped Signal . on ) ) . *
hann ( length ( Cropped Signal . on ) ) ’ ) ;

46 FFT Signal . o f f = f f t ( ( Cropped Signal . o f f −mean( Cropped Signal . o f f )

) . * hann ( length ( Cropped Signal . on ) ) ’ ) ;

47 [ ˜ , FFT Signal . max . on ] = max( abs ( FFT Signal . on ( 2 : c e i l ( end/2) ) )

) ;

48 [ ˜ , FFT Signal . max . o f f ] = max( abs ( FFT Signal . o f f ( 2 : c e i l ( end/2) ) ) )

;

49 FFT Signal . Angle . on = angle ( FFT Signal . on ( FFT Signal . max . on+1) ) ;

50 FFT Signal . Angle . o f f = angle ( FFT Signal . o f f ( FFT Signal . max . on+1) )

;

51

52 e l s e

53 FFT Signal . on = f f t ( ( Cropped Signal . on−mean( Cropped Signal . on ) ) ) ;

54 FFT Signal . o f f = f f t ( ( Cropped Signal . o f f −mean( Cropped Signal . o f f )

) ) ;

55 [ ˜ , FFT Signal . max . on ] = max( abs ( FFT Signal . on ( 2 : c e i l ( end/2) ) ) ) ;

56 [ ˜ , FFT Signal . max . o f f ] = max( abs ( FFT Signal . o f f ( 2 : c e i l ( end/2) ) ) )

;

57 FFT Signal . Angle . on = angle ( FFT Signal . on ( FFT Signal . max . on+1) ) ;

58 FFT Signal . Angle . o f f = angle ( FFT Signal . o f f ( FFT Signal . max . on+1) )

;

59 end

60

61 FFT Data . on ( n , k ) = FFT Signal . Angle . on ;

62 FFT Data . o f f ( n , k ) = FFT Signal . Angle . o f f ;

63 l e f t = l e f t + s t e p s i z e ; %s e t

new l e f t p o s i t i o n of window

64

65 [ ˜ , r i g h t ] = min ( abs ( ( HEnergy ( l e f t ) +Window) −HEnergy ) ) ; %s e t
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new r i g h t p o s i t i o n of window

66

67 k = k +1;

68 end

69

70 dphi = ( FFT Data . on−FFT Data . o f f ) ;

71 A = dphi > 0 . 5 * pi ;

72 A2 = dphi < −0.5* pi ;

73 dphi ( l o g i c a l (A) ) = NaN;

74 dphi ( l o g i c a l (A2) ) = NaN;

A.2 Matlab code: Merge ∆φ and calculate ∆n

1 c l e a r a l l

2 Folder = ’H:\PhD\DIC FDI\Processed Data \20201127 Pentacene \
RawProcessed Referenced Highres padding hanning ’ ;

3 Folder Info = di r ( Folder ) ;

4 [ NumberItems , ˜ ] = s i z e ( Fo lder Info ) ;

5 User input . t i m e o f f s e t = 4 8 0 . 8 5 ; %s e t t imezero to zero

6 User Input . Thickness = 100*10ˆ −9 ; %t h i c k n e s s of sample

7

8

9 %% import data

10 f o r n = 1 : NumberItems−2

11 Import = open ( s t r c a t ( Folder , ’ \ ’ , Fo lder Info ( n+2) . name) ) ;

12 Data ( n ) . time = Import . time ;

13 Data ( n ) . Energy = Import . FFT Energy ;

14 %Data ( n ) . dn = −Import . dn ;

15 Data ( n ) . tempdphi = −Import . dphi ; %%%%%%%%%%%%%%%%THIS IS INVERTED

16

17 i f f l o o r ( Import . numRuns) ˜= 1

18 f o r N = 1 : f l o o r ( Import . numRuns) %In case uncomplete run , remove l a s t

run

19 s p l i t (N) . dphi = Data ( n ) . tempdphi (N* Import . numTime−( Import . numTime

−1) : Import . numTime*N, : ) ;

20 s p l i t d p h i (N, : , : ) = s p l i t (N) . dphi ( : , : ) −mean( s p l i t (N) . dphi ( 1 : 1 0 , : ) )

;
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21 end

22 Data ( n ) . dphi = squeeze (mean( s p l i t d p h i ) ) ;

23 e l s e

24 Data ( n ) . dphi = squeeze ( Data ( n ) . tempdphi ) ;

25 end

26 c l e a r s p l i t d p h i

27 %Data ( n ) . dphi = Data ( n ) . dphi−nanmean ( Data ( n ) . dphi ( 1 : 1 0 , : ) ) ;

28 Data ( n ) . dn = −Data ( n ) . dphi . * ( 1 2 4 0 . 8 . / Data ( n ) . Energy ) . * 1 0 ˆ − 9 . / ( 2 * pi *
User Input . Thickness ) ;

29 end

30

31

32

33 %% s e t uniform energy a x i s

34 [ minEnergy , ˜ ] = min ( [ Data . Energy ] ) ;

35 [ maxEnergy , ˜ ] = max ( [ Data . Energy ] ) ;

36 [ dEnergy , ˜ ] = min ( abs ( d i f f ( [ Data . Energy ] ) ) ) ;

37 Energy = minEnergy : dEnergy : maxEnergy ;

38

39 Matrix = NaN( length ( Energy ) , length ( Data ( 1 ) . time ) . * length ( Data ) ) ;

40 f o r n = 1 : NumberItems−2

41 [ ˜ , lower ( n ) ] = min ( abs ( Energy−Data ( n ) . Energy ( 1 ) ) ) ;

42 [ ˜ , upper ( n ) ] = min ( abs ( Energy−Data ( n ) . Energy ( end ) ) ) ;

43 Data ( n ) . CroppedEnergy = Energy ( lower ( n ) : upper ( n ) ) ;

44 f o r N = 1 : length ( Data ( 1 ) . time )

45 i f sum ( ˜ isnan ( Data ( n ) . dphi (N, : ) ) ) > 2

46 Data ( n ) . I n t e r p o l a t e d ( : ,N) = i n t e r p 1 ( Data ( n ) . Energy , Data ( n ) .

dphi (N, : ) , Data ( n ) . CroppedEnergy , ’ s p l i n e ’ , ’ extrap ’ ) ;

47 e l s e

48 Data ( n ) . I n t e r p o l a t e d ( : ,N) = NaN( length ( Data ( n ) . CroppedEnergy )

, 1 ) ;

49 end

50 end

51 [ ˜ , Croppedlower ( n ) ] = min ( abs ( Energy−Data ( n ) . CroppedEnergy ( 1 ) ) ) ;

52 [ ˜ , Croppedupper ( n ) ] = min ( abs ( Energy−Data ( n ) . CroppedEnergy ( end ) ) ) ;

53 end

54

55 %% Merge data by sigmoid f u n c t i o n s
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56 f o r n = 1 : NumberItems−2

57 Data ( n ) . Weight = ones ( 1 , length ( Energy ) ) ;

58 i f n == NumberItems−2

59 overlapwidth = upper ( n ) −lower ( n−1) ;

60 Sigmoid = −sigmoid ( 1 : overlapwidth , c e i l ( overlapwidth . / 2 ) ,

1 0 . / ( 0 . 6 . * overlapwidth ) ) +1;

61 Data ( n ) . Weight ( 1 , upper ( n ) −overlapwidth +1: upper ( n ) ) = Sigmoid ;

62 e l s e i f n == 1

63 overlapwidth = upper ( n+1)−lower ( n ) ;

64 Sigmoid = sigmoid ( 1 : overlapwidth , c e i l ( overlapwidth . / 2 ) ,

1 0 . / ( . 6 . * overlapwidth ) ) ;

65 Data ( n ) . Weight ( 1 , lower ( n ) : lower ( n ) +overlapwidth −1) = Sigmoid ;

66 e l s e

67 overlapwidth = upper ( n ) −lower ( n−1) ;

68 Sigmoid = −sigmoid ( 1 : overlapwidth , c e i l ( overlapwidth . / 2 ) ,

1 0 . / ( 0 . 6 . * overlapwidth ) ) +1;

69 Data ( n ) . Weight ( 1 , upper ( n ) −overlapwidth +1: upper ( n ) ) = Sigmoid ;

70 overlapwidth = upper ( n+1)−lower ( n ) ;

71 Sigmoid = sigmoid ( 1 : overlapwidth , c e i l ( overlapwidth . / 2 ) ,

1 0 . / ( . 6 . * overlapwidth ) ) ;

72 Data ( n ) . Weight ( 1 , lower ( n ) : lower ( n ) +overlapwidth −1) = Sigmoid ;

73 end

74 end

75

76 f o r n = 1 : NumberItems−2

77 Matrix ( Croppedlower ( n ) : Croppedupper ( n ) , n . * length ( Data ( 1 ) . time ) −(

length ( Data ( 1 ) . time ) −1) : n . * length ( Data ( 1 ) . time ) ) = Data ( n ) .

I n t e r p o l a t e d ;

78 end

79

80 f o r n = 1 : length ( Data ( 1 ) . time )

81 f o r N = 1 : NumberItems−2

82 tempdphi (N, : ) = Matrix ( : , ( n−1)+N. * length ( Data ( 1 ) . time ) −( length (

Data ( 1 ) . time ) −1) ) ’ . * Data (N) . Weight ;

83 end

84 dphi ( : , n ) = sum( tempdphi , ’ omitnan ’ ) ;

85 end

86
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87 %% c a l c u l a t e dn and s t o r e data

88 dphi = dphi−nanmean ( dphi ( : , 1 : 1 0 ) , 2 ) ;

89 Wavelength = 1 2 4 0 . 8 . / Energy ;

90 dn = −dphi . * ( 1 2 4 0 . 8 . / Energy ’ ) . * 1 0 ˆ − 9 . / ( 2 * pi * User Input . Thickness ) ;

91

92 time = Data ( 1 ) . time * 1 0 ˆ 1 2 ;

93 time = time+User input . t i m e o f f s e t ;

94

95 [m,M] = s i z e ( dn ) ;

96 SaveData = NaN(m+1 , M+1) ;

97 SaveData ( 2 : end , 2 : end ) = dn ;

98 SaveData ( 2 : end , 1 ) = Wavelength ;

99 SaveData ( 1 , 2 : end ) = time ;

100 SaveData ( 2 : end , : ) = f l i p ( SaveData ( 2 : end , : ) ) ;

101

102 %dlmwrite ( ’ Processed Data . t x t ’ , SaveData )

A.3 Sample preparation

The microcrystalline CsPbBr3 thin film is prepared by Dr. Parth Vashishtha. The

procedure is copied from the supplementary information of Tamming et al. [154].

Materials: Oleic acid (90 %), Cesium carbonate (99 %), 1-Octadecene (90 %),

cesium bromide (99.9 %) PbBr2 (99.99 % trace metal basis), oleylamine (99 %), an-

hydrous hexane (95 %), anhydrous toluene (99.8 %), Titanium diisopropoxide bis

(acetylacetonate) 75 wt. % in isopropanol, 1-butanol (99.8 %, Sigma–Aldrich), anhy-

drous Dimethyl sulfoxide (DMSO) (99.9 %), micro-90, acetone, Isopropyl alcohol and

anhydrous acetonitrile (99.8 %) were purchased from Sigma-Aldrich.

Synthesis: Synthesis of NCs also involves the synthesis of cesium oleate precursor.

In a typical synthesis method 0.4 g cesium carbonate, 15 mL 1-octadecene and 1.3 mL

oleic acid were loaded in a 25 mL 3 neck round bottom flask. The entire solution

was degassed at 120 °C for 1 h and then the reaction temperature was increased to

150 °C for 30 mins under N2. Cesium oleate was transferred from the round bottom

flask to a schlenk tube and stored in the N2 glove box. For the NC’s synthesis, PbBr2

(0.376 mmol), 10 mL 1-octadecene were loaded in a 50 mL 3 neck round bottom
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flask and degassed it for 1 h at 120 °C. Simultaneously, 1 mL oleylamine and 1 mL

oleic acid were degassed in a glass vial at 120 °C for 1 h. After that, oleic acid and

oleylamine were injected in to the reaction flask under N2 and the temperature was

increased to 170 °C. 0.8 mL Cesium oleate was heated to 100 °C, and hot injected in

to the reaction flask. After 20 s the flask was cooled down with the ice bath.

Purification: Growth solution was centrifuged at 10000 RPM for 10 mins and

the supernatant was discarded. The precipitate was dissolved in 6 mL of toluene

and about ∼ 2 mL of acetonitrile was used as an antisolvent. The solution was

centrifuged again at 8000 RPM and the toluene/acetonitrile step was followed one

more time. Eventually, Nanocrystals precipitate was dried under vacuum for 5 mins

and dissolved in anhydrous hexane for further characterisation.

Fabrication of CsPbBr3 microcrystalline films: glass substrates were sequen-

tially cleaned in micro-90 (concentrated cleaning solution) diluted solution, distilled

water, acetone, and Isopropyl alcohol by ultra-sonication of 20 mins for each step. A

compact TiO2 layer was fabricated by spin-coating of 0.15 M titanium diisopropoxide

bis (acetylacetonate) solution in 1-butanol at 4000 rpm for 30 s followed by annealing

at 125 °C for 5 min. For the preparation of CsPbBr3 layer, 128 mg CsBr and 220 mg

PbBr2 were dissolved in 2 mL of DMSO and then spin coated on the TiO2 coated

glass film at 2000 RPM for 60 s followed by the annealing at 100 °C for 30 mins in N2

glove box.
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Chapter B

Multiple plate compression spectral

correlation

B.1 Single-stage MPC

Figure B.1: Spectral correlation of the single-stage MPC where the dashed boxes indicate the

regions of direct self-phase modulation and four-wave mixing.
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B.1 Single-stage MPC

Figure B.2: Spectral correlation of the single-stage MPC where the dashed box indicates the

region of self-steepening assisted self-phase modulation (450 nm to 750 nm). The solid lines

indicate the competing regions of direct self-phase modulation and four-wave mixing.
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Multiple plate compression spectral correlation

B.2 Double-stage MPC

Figure B.3: Spectral correlation of the double-stage MPC where the dashed boxes indicate

the regions of direct self-phase modulation and four-wave mixing of the first MPC stage.
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B.2 Double-stage MPC

Figure B.4: Spectral correlation of the double-stage MPC where the dashed box indicates the

region of self-steepening assisted self-phase modulation (500 nm to 775 nm). The solid lines

indicate the competing regions of direct self-phase modulation and four-wave mixing.
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D. J. Kane, Measuring ultrashort laser pulses in the time-frequency domain using frequency-resolved

optical gating, Review of Scientific Instruments 68, 3277 (1997).

[130] D. Fittinghoff, J. Squier, C. Toth, B. Walker, and C. Barty, Low-dispersion polarization gate frequency-

resolved optical gating for measuring high-power <30-fs pulses, in Technical Digest. Summaries of

Papers Presented at the Conference on Lasers and Electro-Optics. Conference Edition. 1998 Technical

Digest Series, Vol.6 (IEEE Cat. No.98CH36178), pages 463–464, IEEE, 1998.

[131] R. Stolen and A. Ashkin, Optical Kerr effect in glass waveguide, Applied Physics Letters 22, 294

(1973).

[132] K. W. DeLong, B. Kohler, K. Wilson, D. N. Fittinghoff, and R. Trebino, Pulse retrieval in frequency-

resolved optical gating based on the method of generalized projections, Optics Letters 19, 2152 (1994).

[133] K. W. DeLong and R. Trebino, Improved ultrashort pulse-retrieval algorithm for frequency-resolved

optical gating, Journal of the Optical Society of America A 11, 2429 (1994).

[134] J. Gagnon, E. Goulielmakis, and V. S. Yakovlev, The accurate FROG characterization of attosecond

pulses from streaking measurements, Applied Physics B: Lasers and Optics 92, 25 (2008).

[135] F. Kanal, S. Keiber, R. Eck, and T. Brixner, 100-kHz shot-to-shot broadband data acquisition for

high-repetition-rate pump–probe spectroscopy, Optics Express 22, 16965 (2014).

[136] R. Berera, R. van Grondelle, and J. T. Kennis, Ultrafast transient absorption spectroscopy: Principles

and application to photosynthetic systems, Photosynthesis Research 101, 105 (2009).

[137] A. Walsh, J. L. Da Silva, and S. H. Wei, Origins of band-gap renormalization in degenerately doped

semiconductors, Physical Review B - Condensed Matter and Materials Physics 78, 1 (2008).

[138] K. F. Berggren and B. E. Sernelius, Band-gap narrowing in heavily doped many-valley semiconductors,

Physical Review B 24, 1971 (1981).

[139] A. Miller, K. Welford, and B. Daino, Nonlinear Optical Materials and Devices for Applications in

Information Technology, Springer Science+Business Media, 1993.
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